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AN EXCURSION THROUGH TWO HUNDRED YEARS
OF FINANCIAL CRISES

Yochanan Shachmurove
Department of Economics, The City College of the City University of New York,
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Abstract: This paper examines major U.S. financial crises from the
beginning of the nineteenth century to the present. The financial crises of
Poland are also discussed. Observing similarities and differences among
various financial crises, including their causes and government responses, can
shed light on the nature of financial crises. The current financial crisis is
described and potential policies that may remedy the problem are discussed.
Additionally, the paper briefly describes financial crises in Poland. The
conclusion is that financial crises cannot be avoided.
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INTRODUCTION

Former British Prime Minister Tony Blair, in his recent memoir, devotes the
last chapter to the recent financial crisis. Blair (2010) points at governments,
regulations, politicians, and monetary policies as the key culprits of the crisis. He
sees the crisis as a consequence of the perception that expansionary monetary
policy and low inflation could co-exist in the long run. Although Blair (2010)
blames political leadership, he mainly accuses regulators who, in his opinion, are
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responsible for alerting leaders that a serious crisis is about to break. He claims
that if political leaders had a warning, they would have acted to prevent, or at least
alleviate the impending crisis.

Nobel Laureate Joseph Stiglitz (2010) also notes that policymakers did not
see the recent crisis coming and, once the bubble burst, thought that the
consequences would be short lived. Addressing the issue of who should be
blamed, Stiglitz (2010) emphasizes the roles of the financial institutions that did
not understand the risks being taken, the regulators who failed to see what was
coming, and not least, the economic profession. He observes that standard
macroeconomic models did not incorporate adequate analyses of banks.

Similarly, Paul Krugman (2009), another Nobel Laureate, claims among
other scholars that the current economic crisis parallels that of the Great
Depression. Krugman (2009) traces the financial crisis -- the greatest since the
1930s -- to the failure of regulation to keep pace with what he calls an “out-of-
control financial system.”

Looking at financial crises through the lens of the last two centuries, this
paper casts a doubt on the global rush to further empower the regulators who have
failed to anticipate past panics and ballooning bubbles.

The paper is organized as follows: Section II provides a literature review.
Section III discusses the main U.S. banking panics of the nineteenth century.
Section IV explains the causes and effects of the current financial crisis. Section V
briefly relays financial crises in Poland. Section VI is a conclusion.

LITERATURE REVIEW

Recent literature highlights a variety of theories with regards to the causes
and conditions engendering financial panics. Reinhart and Rogoff (2008, 2009A,
2009B) present evidence that these crises are not limited to the U.S. They assert
that any parallels drawn between crises within the United States can be extended to
other countries. Bordo (2003) examines the economic history of the United
Kingdom and the United States and concludes that stock market crashes are
worsened by unstable financial conditions.

Kaminsky and Reinhardt (1999) claim that financial crises can be traced to
deteriorating economic fundamentals, mainly increases in either private or national
debt that at some point become impossible to refinance. Similarly, Garcia-Herrero
and Del Rio-Lopez (2003), studying episodes from seventy nine countries for the
years 1979 until 1999, similarly conclude that when a central bank pursues an
objective of financial stability, the likelihood of a crisis is reduced. Demirgiic-
Kunt and Detragiache (1998) and Laeven and Valencia (2008) identify several
conditions which encourage large-scale breakdowns, such as a ratio over ten
percent of non-performing to total bank capital or a large cost of two percent of
GDP as the cost of the government bailout.
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Boyd, Nicolo, and Loukoianova (2009) postulate that banking crises are due
to responses of the financial institutions to government intervention. Klomp (2010)
examines 132 banking crises across 110 countries and concludes that the GDP
growth rate and the real interest rate can indicate the onslaught of a financial crisis,
but that not a single factor is significant in causing more than 60 percent of crises.

NINETEENTH AND TWENTIETH CENTURY FINANCIAL CRISES IN
THE UNITED STATES

As a newly developed country, the United States experienced a period of
frequent banking panics in the nineteenth century with eight major crises. These
eight episodes include the Panics of 1819, 1837, 1839, 1857, 1873, 1884, 1893 and
1896. The major crises of that century, which occurred in the years 1819, 1837,
1857, 1873, and 1893, are described below. Then the two major crises from the
twentieth century, taking place in the years 1907 and 1929, are recounted.

The Panic of 1819

The Panic of 1819 was the first national financial crisis in the United States.
The panic began with a sharp expansion of the money supply, leading to a bubble
that burst and caused a sharp downturn. Prior to the War of 1812, regulation of
banks was minimal with only two main constraints. During the War of 1812 the
government of the United States had limited means of raising revenue for the war
effort. Following the expiration of the First Bank of the United States’ Charter in
1811, the constraints on bank lending were loosened, and many banks extended
credit beyond their reserves, thus creating a large expansion of the money supply.
As this increased lending continued, banks saw their reserves flowing to other
banks with safer lending practices. For example, since New England opposed the
war, its banks did not extend credit to the government, causing reserves to flow
from the rest of the nation to New England.

As these practices continued, the government tried to prevent further
withdrawals from banks, and thus suspended convertibility of banknotes into
specie, the main venue for extending the money supply. Following the war, it was
apparent that convertibility could not be restored immediately. The Second Bank
of the United States was created in 1817 to allow for the transition back to the
bimetallic standard. However, while the creation of this bank allowed banks to
resume convertibility, it facilitated further lending that expanded the money supply
even more. For example, by 1818, the bank had lent out $41 million and
transferred the risk from bank balance sheets to its own balance sheet. The bank
also increased the total banknote issue by $23 million, with only $2.5 million in
reserves.

The policies of the new bank encouraged other banks to further expand their
issuance of banknotes. This expansion caused a sharp increase in the price level,
speculation in real estate and the founding of many banks. For example, the



4 Yochanan Shachmurove

number of banks increased from 208 to 245 in the year of 1815 alone. However,
with the repayment of the “Louisiana debt” that was used for the Louisiana
Purchase in 1818 and 1819, required in specie, The Second Bank of the United
States had to engage in a series of policies to reverse the expansion in the money
supply.

The actions of the bank facilitated the Panic of 1819 by creating a
deflationary environment where debtors were no longer able to repay the banks,
and the value of banknotes depreciated. By 1821, the panic and depression began
to clear and the credit contraction ended. Though it had been painful, the United
States had survived the first of the eight banking panics in the nineteenth century
(Rothbard, 1962).

The Panic of 1837

The next banking crisis was the Panic of 1837. In the five years following
the suspension of specie payments, 194 of the 729 chartered banks failed. The
book assets of state owned and controlled banks fell 45 percent. Five-year
depression ensued. Rousseau (2002) enumerates two main causes of the crisis.
The first was the Deposit Act of 1836, which forced the government to distribute
$28 million of the $34 million in Federal surplus to state banks, other than New
York City banks. The other was the “Specie Circular,” also passed in 1836, which
required public lands to be paid for in specie. These two policies led to a drain in
the reserves of deposit banks from New York City and other commercial centers to
the rest of the country. The reserves in New York fell from $7.2 million on
September 1, 1836 to $1.5 million on May 1, 1837. This drain in reserves from the
commercial centers of the United States led to a loss of confidence in New York
banks, making the panic inevitable. The policy of enacting regulations intended to
respond to one problem simultaneously and inevitably creates other impediments,
not less severe. This is the hallmark of financial regulations since these essential
liquid instruments, just like water, will eventually find their way out to the
unregulated high seas. This phenomenon repeats itself in many past, present and
future crises.

Rolnick, Smith and Weber (1997) emphasize two different causes of the
Panic of 1837. One view sees the culprit as President Andrew Jackson for not
renewing the charter for The Second Bank of the United States, which had
disciplined weaker banks by returning their paper. The other highlights the fall in
cotton prices as conducive to the crisis.

Following the implementation of the Deposit Act and the Specie Circular,
banks began suspension of converting banknotes into specie in May of 1837.
Almost a year later, in April of 1838, banks began to resume convertibility. In the
following year, a further economic slowdown occurred, causing banks to again
suspend payments, leading to many additional bankruptcies. Two more years of
recession followed (Rolnick, Smith and Weber, 1997).



An Excursion Through Two Hundred Years of Financial Crises 5

The Panic of 1857

The Panic of 1857 was characterized by the closure of the Ohio Life and
Trust Company, a collapse of the stock and bond markets and a sharp recession.
The United States was on a bi-metallic (gold and silver) standard at the time. Thus
the discovery of new gold deposits sharply increased the money supply.
Consequently, a speculative bubble emerged, primarily in railroads and the land
required to build them. Nearly $700 million was spent over a nine year period to
construct about 18,000 miles of rails, which at the time accounted for over 77
percent of all railroad mileage in the United States (Conant, 1915, p. 637).

When the bubble burst, speculators were unable to repay their debts causing
some banks to fail. This increased the probability that other banks would go
bankrupt. Bank runs resulted in the collapse of stock and bond markets, which
further exacerbated the situation. As banks failed, many cities and states
suspended the convertibility of bank deposits into gold. However, lacking a central
monetary authority, nation-wide coordination among banks was impossible. Thus,
when Philadelphia suspended convertibility in September of 1857 and New York
City did not, fear—induced bank runs ensued in New York City. Consequently, on
October 13, 1857, New York City suspended convertibility. Only on November 20
did New York resume partial convertibility, thus averting a major crisis (Calomiris
and Schweikart, 1991, p. 822-828).

The Panic of 1873

The Panic of 1873 was caused by rapid overexpansion following the
American Civil War. From the mid-1860s to the early 1870s, the United States
railroad industry thrived. As tracks were laid, railroad companies benefited from
government grants and subsidies. These grants and subsidies, in turn, spurred
private investment in the industry (Oberholtzer, 1926). The railroad industry grew
at a fast pace, eventually creating an excess supply of railroads and dramatically
reducing the returns to investment in new rails.

Significant debt accumulation led to failure of many large entities, including
Jay Cooke & Company. The stock exchange closed for ten days starting on
September 20, 1873, setting off a chain reaction. Bank runs ensued as people
panicked due to losses from railroad investments, causing further failures of banks.
The U.S. GDP decreased for the following six years.

As in previous panics, the Panic of 1873 was worsened by government
policies. The Coinage Act of 1873, issued earlier in the year, moved the United
States to a pure gold standard, so that silver was dethroned as a form of exchange.
The amount of currency available decreased, which led to sudden and severe
deflation. Furthermore, the monetary policy of President Ulysses Grant consisted
of further contracting the money supply (Wheeler, 1973). The resultant sudden and
unexpected high interest rates hindered the repayment of debt. Although the U.S.
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government tried to mitigate the deflation by buying bonds, the attempt was
insufficient to counter the decrease in GDP.

The Panic of 1893

The Panic of 1893 is considered the worst financial crisis in the United
States prior to the Great Depression (Timberlake, 1997). Similar to the Panic of
1873, it was caused by an array of factors, the most important being the
overexpansion of the railroad industry and an expansionary monetary policy.

The previous decade of the 1880s was a time of high economic growth and
optimism. However, the main engine of this growth was risky speculation. In the
1860s, citizens invested heavily in American railroads creating excess capacity in
the industry, leading to bankruptcies. The dissolution of the Philadelphia and
Reading Railroad was the first sign of the panic (Holton, 1990). As more railroads
companies and their suppliers filed for bankruptcy, concern among the general
public grew, and bank runs began. More entities failed, leading to widespread
layoffs and causing unemployment to increase to 19 percent at the peak of the
panic (Hoffman, 1970).

Analogous to the previous panics, the Panic of 1893 was worsened by a
deflationary monetary policy. The Sherman Silver Purchase Act of 1890 required
the U.S. government to purchase silver using currency backed by metallic specie.
Soon there were not enough reserves in banks to exchange silver for gold. The
value of silver became practically negligible, and deflation persisted for years,
making it difficult for firms and individuals to repay debt.

The Panic of 1907

The Panic of 1907, another of the most severe financial crises before the
Great Depression, was triggered by a sudden downturn in the New York Stock
Exchange. Stock prices fell almost fifty percent from the previous year
(Braunstein, 2009). One of the most significant causes of the downturn was a
failed bid to corner the stock of the United Copper Company. When the venture
failed, entities that had banked on its success incurred substantial losses.

Bank runs began as concerns about decreased liquidity surfaced (Bruner and
Carr, 2007). The runs only compounded the shortage of funds, and firms accrued
significant amounts of debt. The lack of a U.S. central bank to inject liquidity
meant that the crisis could only be temporarily ameliorated by the lending of
emergency funds by wealthy magnates and large corporations.

In just a few months, however, the stock value of the Tennessee Coal, Iron,
and Railroad Company (TCI) plummeted. Crisis was once again closely averted
by another emergency purchase—J.P. Morgan bought TCI to bolster the value of
its shares (Bruner and Carr, 2007).

Unlike in Panics of 1853, 1873, and 1893, economic overexpansion did not
play a significant role in the Panic of 1907. Instead, the cause of the crisis was a
lack of funds, exacerbated by the absence of a central banking system, which was
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disbanded when President Andrew Jackson did not renew a charter for a central
bank in 1823. However, the crisis was among a series of factors that led to the
establishment of the Federal Reserve in 1913 (Caporale and McKiernan, 1998).

The Great Depression

The most severe financial crisis of the twentieth century in the United States
began after a dramatic stock market crash in October 1929. In just a few months,
the Dow Jones Industrial Average fell from the high 300s to below 100 (PBS,
2008). The causes of the crash were similar to those of previous financial panics.
There was a rise in speculation during the “Roaring Twenties” which led to a
financial bubble. The bubble burst in 1929, and was followed by widespread
panic. As many attempted to retrieve their bank deposits and to sell stocks,
financial institutions incurred more debt and stock prices fell further. Other factors
that led to the depression include the unbalanced world economy in the wake of
World War I and the resulting inflation, left unchecked by the newly-established
Federal Reserve.

The Great Depression lasted for several years, despite efforts at resolution by
the U.S. government. The Hoover Administration directly lent capital to banks and
individuals with the passing in 1932 of the Reconstruction Finance Corporation
Act and the Federal Home Loan Bank Act. In the years from 1933 to 1938,
President Franklin Roosevelt actuated the New Deal, a series of economic
programs which generated millions of jobs for the unemployed. Ultimately,
though, it was the build-up for World War II that bolstered spending and Gross
Domestic Product, ending the depression (Klein, 1947).

The Great Depression led to the establishment of the Glass — Steagall Act in
1933, which regulated the economy for years to come. It divided banks into
separate categories, and created the Federal Deposit Insurance Corporation (FDIC)
to insure citizens in case of bank runs.

The Savings and Loan Crisis

The Savings and Loan Crisis was rooted in the failure of many Savings and
Loans (S&L) associations. These associations traditionally offer interest on savings
deposits and use the deposits to make additional loans. Until 1980, the thrift
industry was regulated by the U.S. government. However, with the passage of the
Depository Institutions Deregulation and Monetary Control Act in 1980 and the
Garn — St. Germain Depository Institutions Act of 1982, thrift institutions became
financial intermediaries with the power of banks, but without the associated
regulations (Mason, 1993). Risky speculation began, especially concerning real
estate. With time, as yields on speculation declined, many Savings and Loans
institutions failed.

Other factors which led to the crisis include the Tax Reform Act of 1986,
which removed tax shelters and decreased values of many investments.
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Government deposit insurance of thrift institutions led S&Ls to invest in riskier
ventures. The collapse was ineluctable (Strunk and Case, 1988).

As a result of The Savings and Loan Crisis, the government repealed the
Glass-Steagall Act. Furthermore, the federal government provided funds and bailed
out many S&L institutions. Many point to these bailouts as contributing to the large
budget deficit in the 1990s and beyond.

THE CURRENT FINANCIAL CRISIS

The current financial crisis, which began in 2007, is said to be the worst
economic crisis to strike the U.S. since the Great Depression. It was caused by a
variety of factors, but once again, its roots can be traced to speculation and the
bursting of a financial bubble. Before the crisis struck, in 2006, the value of real
estate peaked. However, much of the rise in prices was hinged on speculation.

In the early- and mid-2000s, as many foreign and domestic citizens invested
in mortgage-related companies and products, liquidity increased in the real estate
industry. Companies took this availability of funds for granted and began to issue
mortgages at very low rates. Financial innovations such as collateralized debt
obligations (CDOs) and mortgage-backed securities (MBSs) surfaced. People who
could not necessarily afford some homes in the long run began to purchase them.
The effects of these new deals were not strictly internalized or regulated.

When mortgage rates began to rise due to declining prices and lagging
investment in the housing industry around late 2006, new homeowners could not
pay the amounts that were demanded by the subprime mortgage industry. A wave
of home foreclosures began. Even when foreclosing, however, companies could
not retrieve the full worth of the house that had been sold. This is because the U.S.
government does not allow companies to claim assets besides the house itself to
retrieve lost value. Though a landlord has the right to evict a tenant with five days
notice if rent payments are late, banks must foreclose on a house and have a court
order issued before a tenant can be evicted. Also, if the value of a house is lower
than it was at the time of purchase, the owner loses money by having to pay more
than the house is currently worth. Thus, the owner is technically permitted to walk
away from paying the mortgage. The U.S. does not allow banks to seize assets in
order to obtain repayment of loans.

As housing prices began to fall, buyers preferred to renege on payments of
less-valued houses than to make an effort to pay for them. Thus, the value of the
housing industry and its stocks declined further. Figure I shows the median and
average sales prices of new homes sold in United States from 1963 until 2009.
Whereas the median and average home prices were $245,300 and $301,200 in
February 2008, the corresponding figures for July 2010 are $204,000 and
$235,300, respectively. These figures represent a drop of about 17 percent in the
median and a dive of about 22 percent in the price of the average house sold in the
United States.
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Figure II presents annual data of the number of housing units in thousands
for sale in the United States and in its sub-regions from 1975 until 2009. Whereas
in the year 2006 the numbers were 537, 54, 97, 267, and 119 for the U.S., North-
East, Mid-West, South and West, respectively, these numbers dropped in 2009 to
232,27, 38, 118, and 48. Percentage-wise these figures represent a drop of about
57 percent for the United States as a whole and decreases of 50, 61, 56 and 60
percent, for the North-East, Mid-West, South and West, respectively. Figure I1I
presents annual data of the lots sold for future construction of housing units in the
United States in what are called “permit-issuing areas that will never have a permit
authorization.” This figure is useful because it indicates expectations for future
development, since at the time of purchase people do not have permits to build on
these lots. According to these data, whereas in 2005 the figures for the United
States, the Northeast, the Midwest, the South and the West regions were 1,283, 81,
205, 638 and 358, respectively, these figures dropped in 2009 to 375, 31, 54, 202,
and 87. Figure IV shows the current state of the U.S. housing market. The regions
in the blue are the housing markets that were the most stable in August 2010.
However, even in these “stable” locations, prices are dramatically lower than
would be expected. For some houses, prices are currently more than 80% lower
than they were in 2006.

The result of falling sales and prices of houses was manifested in
devaluation of companies with mortgage-backed securities. Bear Sterns was taken
over by J.P. Morgan Chase in 2008. Later that same year, Lehman Brothers filed
for bankruptcy. Also in 2008, Fannie Mae and Freddie Mac, both companies that
sold many risky deals and assets, were essentially taken over by the U.S.
government. By October 2010, Fannie Mae and Freddie Mac have cost taxpayers
an estimated $400 billion, and there is currently no path to resolution. Merrill
Lynch was sold at a price far below its market value. Goldman Sachs and Morgan
Stanley, though avoiding failure, yielded to more government regulation (Labaton,
2008).

The sudden decline of large, well-known financial entities led to general
concern and panic. As in other financial crises, bank runs began, and there was a
sharp drop in investor confidence. Companies and industries that relied on credit
from the financial services industry began to suffer as well. For example, the
purchase of automobiles generally requires substantial credit, and consequently
General Motors and Chrysler required government assistance to be bailed out in
2009. As companies tried to cut back on spending, unemployment rose and
general spending declined, bringing the United States to a full-fledged recession.

Figure V shows the unemployment rate for U.S. citizens 16 years of age and
over since 1948. A period of unemployment similar to the present state occurred in
1982-1983. For 18 months, from March 1982 to November 1983, the
unemployment rate was above 9 percent. The U.S. actually had fifty-six months of
unemployment at 7 percent or above, lasting from May 1980 until January 1986.
In this most recent recession, the U.S. unemployment rate has been above 9 percent
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for 16 months from May 2009 through August 2010, and above 7 percent for 21
months since December 2008 to August 2010. History again provides evidence of
the difficulties in reducing unemployment. Recently released data from the U.S.
Labor Department indicates that unemployment from month-to-month and year-to-
year is still stagnant and remains high. Eleven of the fifty states showed no change
in unemployment, and twenty-seven states showed only a slight increase (Izzo,
2010).

Such long-term high unemployment rates are intimately related to both
demand and supply of labor. Unemployed laborers lose skills, making the process
of rehiring slow and difficult. The effects on general standard of living are also
detrimental. Figure VI and Table 1 show the poverty rate from 1959 to 2009. The
poverty rate is currently at 14.3 percent - the highest it has been in fifteen years.
The number is even higher among certain minorities. For example, more than one-
fourth of both the African American and Hispanic American populations are
estimated to be living “in poverty.”

There have been significant government attempts to quell the recession
beginning in 2008. During the Bush Administration, the U.S. government
purchased troubled assets that were causing lack of funds. These policies,
however, were not very successful. The Obama Administration introduced large
stimulus packages, in order to increase employment and spending. However, the
effect of the stimulus has not yet been particularly pronounced. In fact, some argue
that the Keynesian multiplier, which determines how effective government
spending is in combating recession, is much lower than it was in previous decade
(Cogan, Cwik, Taylor, and Wieland, 2009). Significant public spending,
monetarists argue, contributes to national debt more than it supports the economy.

As Figure VII and Table 2 show, federal outlays as a percent of GDP are
currently very high—about 24.7 percent of GDP can be attributed to government
spending. The only time the government spending comprised a larger percent of
GDP was during WWII (41.88 percent in 1945). The comparable number for
1920, two years after the end of World War I was only 7.33 percent. Even during
the American Civil War of 1861-1865, the number peaked at a mere 14.2 percent.
Meanwhile, the Federal Reserve Bank is currently cutting and maintaining low
interest rates. While there are concerns that inflation may result from the latter
action, proponents claim that interest rates can and will be stabilized once the
economy begins to recover.

What else can be done to help the U.S. out of the current recession? Shultz,
Boskin, Cogan, Meltzer, and Taylor (2010) claim that it was deviating from sound
economic principles which caused the recession. Policies, they argue, should take
into account incentives and disincentives. Tax cuts are effective, but they only
evince the intended incentives when they are permanent. Government intervention
should be less than it is at the moment, given the current U.S. deficit and large
federal budget, and the potentially stifling crowding out effect that it has on
industries. To prevent future panic, the Fed should have a set of concrete rules to
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follow in hypothetical situations. Rules which are simple and transparent, rather
than discretionary economic policies, should be the norm. Any discretionary
government interventions should be discouraged.

Additionally, in an increasingly globalized world, it is important to consider
the role of world economies in the onset and the alleviation of recessions. There is
implicit competition among countries in terms of regulation. Economies with
fewer regulations inherently tend to attract more investment and resources.

FINANCIAL CRISES IN POLAND

Poland experienced a major crisis in 1991. The Bank for Food Economy
and the cooperative banking system, together with seven of the nine state-owned
banks, which controlled ninety percent of the national credit market, all
experienced solvency problems. It is estimated that the losses in the crisis
amounted to seven percent of the Polish GDP (Klytchnikova, 2000).

Despite the banking crisis in the early 90s, Poland has fared well in the most
recent crisis. As the International Monetary Fund 9IMFO Managing Director
Dominique Strauss-Kahn observes, Poland employs sound macroeconomic policies
and financial management and thus has remained relatively unscathed. With
Poland being one of the few European Union countries to register positive
economic growth for 2009, his claims are not unfounded. Table 3 shows that
Poland has a higher GDP growth rate compared with the average figure for the
emerging markets in eastern and central Europe. Figure VIII shows the Warsaw
Stock Exchange Index (WIG) from 1991 to 2009, as well as a narrower view to
provide detail on recent fluctuations.

CONCLUSION

Economic recession can often trace its roots back to unregulated expansion,
as shown in many crises in the last three centuries. Almost every past panic has
begun with rapid expansion in some industry. The rapidly expanding industry
often falls into the pattern of acquiring assets and funding from new or risky
financial institutions and instruments. The expanding bubble ultimately bursts
when the growth slows. Millions lose money and assets, and the resulting failure
of banks, companies and even government entities leads to panic, deflation and
unemployment.

If expansion of an industry were to be kept in check, so that bubbles and
artificial growth could be avoided, perhaps panics would be less pronounced.
However, examining past crises shows one very important pattern. No matter what
regulations a government attempts to impose, people find ways to circumvent
them. The boom-bust cycle that is typical of a capitalist economy is seemingly
unavoidable. Further regulations are no panacea because regulators systematically
fail to foresee the extent of human ingenuity in circumventing their restrictions.
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Figure |
The Median and Average Sales Prices of New Homes Sold in United States
Note that the median is above the average price
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Figure 11

Houses for Sale by Region
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Figure IV
The Best and Worst Markets in the U.S. for Single-Family Real-Estate Investment Property
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Figure V
Unemployment Rate, 16+ Years of Age, 1948-Present
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Figure VI

US Poverty Rate, Sorted by Race, 1959-2009
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Figure VII

Federal Spending as a % of GDP, 1795 — Present; Present — 2050 (Projected)
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Figure VIII
Warsaw Stock Exchange Index (WIG) 1991 — Present
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Figure VIII
Warsaw Stock Exchange Index (WIG) 1991 — Present (continued)

This more close up view shows that though there was a rather consistent increase in the index
until 2007, from July 2007 onwards, the index has been declining. The index is currently at 44249 —a
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Table 1
US Poverty Rate (%), Sorted by Race, 1959 — 2009
Year All White Black Asian Hispanic
2009 14.3 12.3 25.8 12.4 25.3
2008 13.2 11.2 24.7 11.6 23.2
2007 12.5 10.5 24.5 10.2 21.5
2006 12.3 10.3 243 10.1 20.6
2005 12.6 10.6 24.9 10.9 21.8
2004 12.7 10.8 24.7 9.7 21.9
2003 12.5 10.5 24.4 11.8 22.5
2002 12.1 10.2 24.1 10 21.8
2001 11.7 9.9 22.7 10.2 21.4
2000 11.3 9.5 22.5 9.9 21.5
1999 11.9 9.8 23.6 10.7 22.7
1998 12.7 10.5 26.1 12.5 25.6
1997 133 11 26.5 14 27.1
1996 13.7 11.2 28.4 14.5 29.4
1995 13.8 11.2 29.3 14.6 30.3
1994 14.5 11.7 30.6 14.6 30.7
1993 15.1 12.2 33.1 15.3 30.6
1992 14.8 11.9 334 12.7 29.6
1991 14.2 11.3 32.7 13.8 28.7
1990 13.5 10.7 31.9 12.2 28.1
1989 12.8 10 30.7 14.1 26.2
1988 13 10.1 313 17.3 26.7
1987 13.4 10.4 324 16.1 28
1986 13.6 11 31.1 27.3
1985 14 11.4 313 29

Source: DeNavas-Walt Carmen, Bernadette D. Proctor and Jessica C. Smith (2010) U.S.
Census Bureau, September 2010; Table B1
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Table 1
US Poverty Rate (%), Sorted by Race, 1959 — 2009 (continued)

Year All White Black Asian Hispanic
1984 14.4 11.5 33.8 28.4
1983 15.2 12.1 35.7 28
1982 15 12 35.6 29.9
1981 14 11.1 342 26.5
1980 13 10.2 32.5 25.7
1979 11.7 9 31 21.8
1978 11.4 8.7 30.6 21.6
1977 11.6 8.9 31.3 22.4
1976 11.8 9.1 31.1 24.7
1975 12.3 9.7 31.3 26.9
1974 11.2 9.6 30.3 23
1973 11.1 8.4 314 21.9
1972 11.9 9 333 22.8
1971 12.5 9.9 32.5
1970 12.6 9.9 33.5
1969 12.1 9.5
1968 12.8 10 322
1967 14.2 11 347
1966 14.7 11.3 39.3
1965 17.3 13.3 41.8
1964 19 14.9
1963 19.5 15.3
1962 21 16.4
1961 21.9 17.4
1960 22.2 17.8
1959 224 18.1

55.1

Source: DeNavas-Walt Carmen, Bernadette D. Proctor and Jessica C. Smith (2010) U.S.
Census Bureau, September 2010; Table B1
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Table 2
Federal Spending as a % of GDP, 1795 — Present ; Present — 2050 (projected)
Total Total
Year Outlays Year Outlays
1795 1.90% 1935 9.21%
1800 2.07% 1940 9.78%
1805 1.50% 1945 41.88%
1810 1.01% 1950 15.59%
1815 2.84% 1955 17.35%
1820 2.12% 1960 17.80%
1825 1.52% 1965 17.21%
1830 1.39% 1970 19.33%
1835 1.10% 1975 21.29%
1840 1.41% 1980 21.67%
1845 1.21% 1985 22.85%
1850 1.56% 1990 21.85%
1855 1.54% 1995 20.60%
1860 1.41% 2000 18.20%
1865 14.20% 2005 19.90%
1870 3.65% 2008 20.66%
1875 3.04% 2009 24.71%
1880 2.40% 2010 24.30%
1885 2.21% 2015 23.30%
1890 2.35% 2020 25.90%
1895 2.43% 2025 29.10%
1900 2.79% 2030 32.20%
1905 2.16% 2035 35.20%
1910 2.22% 2040 38.50%
1915 2.06% 2045 41.70%
1920 7.33% 2050 45.30%
1925 3.22% 2055 49.30%
1930 3.41% 2060 53.70%

Source: Wall Street Journal- Shultz, Taylor, Cogan, Meltzer, 2010
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Table 3
Selected Emerging European Economies : Real GDP, Consumer Prices, and Current

(Annual percant change. unfess noled otherwise)

Real GDP Consumer Prices’ Current Account Balance?
2007 2008 2009 2010 2007 2008 2009 2010 007 2008 2009 2010
Emerging Europe 5.4 2.9 -1.7 0.8 6.2 8.0 4.7 4.2 -1.7 -1.6 -39 -34
Turkey 47 1.1 -5.1 15 BE 104 6.9 6.8 -5.8 -5.7 -12 -16
Excluding Turkey 5.9 4.1 -248 0.3 45 6.5 13 25 -a.0 8.8 -56 -44
Baltics 87 0.7 -108 -23 7.3 122 36 -10 -180 -1 -54 -54
Estonia 63 -36 =100 =10 65 104 oeg 13 -8 9.2 -65 -54
Latvia 00 -46 -120 =20 10,1 153 33 35 226 132 -67 -55
Lithuania LE] a0 =100 =30 58 1A 5.1 06 -146 -16 40 -53
Central Europe 5.4 318 -13 09 37 46 24 2.6 -5.2 -6.1 -4.3 -3.8
Hungary 1.1 0.6 -313 04 78 6.1 38 28 -6.4 -18 -39 -34
Poland 6.7 4.3 -07 13 25 4.2 21 26 -4.7 -5.5 —-45 -39
Southern and south-
eastern Europe 6.1 6.1 -316 -0.2 5.1 84 49 32 -1z -138 -8.2 -55
Bulgaria .2 6.0 =20  -10 16 120 7 13 -251 -244 -123 -16
Croatia 5.5 24 -35 0.3 29 6.1 25 28 -1.6 094 -55 4.1
Romania 6.2 71 -4.1 00 48 1.8 59 38 138 126 -15 -B5
Memorandum
Slovak Republic 10.4 G4 -21 19 1.9 39 17 23 -5.4 -6.3 -57 -850
Czech Republic 6.0 32 -315 01 29 6.3 1.0 16 -3.2 =31 =27 -0

"Moverments in consumer prices are shown as annual averages. December/December changes can be found in Table A7 in the Statistical
Appendix.

Percent of GOP.

Source: World Economic Outlook, 2009.
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Abstract: The paper presents an approach for optimal planning of biomass
energy system based on carbon footprint minimization. A geographical
spatial demand driven approach is applied to assess the feasible ways for
transferring energy from renewable sources to district heating plants in the
Province of Florence (Italy). The proposed approach has been developed on
three levels. In the first one, the Province of Florence is partitioned into a
number of Regional Energy Cluster (REC) using a multidimensional
algorithm of regionalization called SKATER. The variables used in SKATER
model are related in order to realize sustainable policy for forest and
agriculture biomass productions. In the second step a geographical fuzzy
multiple attribute decision making model was applied to the selection of
biomass district heating localization. Finally, in the third step a geo-
referenced Mixed Integer Linear Programming model based on resource-
supply-demand structure for carbon-minimization energy planning has been
applied.

Keywords: carbon footprint, biomass, MILP, fuzzy MADM, regionalization,
spatial analysis, GIS.

INTRODUCTION

Biomass is one of the key renewable energy sources. Using biomass to
generate heat reduces emissions of greenhouse gases compared to the emissions of
fossil fuel use. However, the dispersed nature of biomass resource involves
complex transportation (and also environmental) problems within the supply
chain. As a result, the environmental efficiency of a regional energy supply chain
has the characteristics of spatial and geographical planning problem.
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Several indicators for evaluating environmental impact of biomass supply
process have been proposed. Carbon FootPrint (CFP) is defined as the total amount
of CO, emitted over the full life cycle of biomass production process (Lam et al.
2010a). The CFP of a biomass supply chain is the total CO, amount emitted
throughout the supply chain life cycle (Perry et al., 2008). Energy supplied from
biomass cannot be considered truly carbon-neutral even though the direct carbon
emissions from combustion have been offset by carbon fixation during feedstock
photosynthesis (Anderson and Fergusson, 2006). The net CFP is mainly caused by
the indirect carbon emissions generated along the supply chain, especially by
harvesting, transportation and burning which release emissions. Especially
transportation activities could contribute to the greater part of the CFP in the
supply chain (Forsberg, 2000). The typical locations of biomass sources (farms,
forest, etc.), the relatively low energy density and the distributed nature of the
sources require extensive infrastructures and huge transport capacities for
implementing the biomass supply networks. A solution to this problem is the
utilization of biomass for heating houses, because this demand source is also
dispersed in territory. District heating (less commonly called tele-heating) is an
efficient system for distributing heat generated in a centralized location for
residential and commercial heating requirements.

The paper presents an approach for optimal planning of biomass energy
system based on CFP minimization in district-heating planning. A geographical
spatial demand driven approach is applied to assess the feasible ways for
transferring energy from renewable sources to district heating plants in the
Province of Florence (Italy).

Section 2 presents the case study, Section 3 describes the methodological
approach concerning how to minimize CFP in district heating planning at regional
level. In Section 4 results are discussed.

THE CASE STUDY: DESCRIPTION OF THE PROVINCE OF
FLORENCE

The territory of the Province of Florence covers an area of 3,514 km?, with a
population of 985,273 inhabitants (ISTAT, 2008) and a density of population of
about 280 inhabitants/km?, which sensitively increases to 1,644 inhabitants/km? in
the urban area. The total surface covered by urban area is 183 km®. The settlement
morphology varies from the conurbation formed by Florence and by the others
towns of the plain, with a higher urbanization, to the system of the small historical
villages, farms, villas and parishes which are the evidence of the strong
relationships which, in the past, described the rural organization of the countryside
of Florence and, nowadays, “outline” the Chianti landscape.

The agro-forest environment of the Province is characterized by 1,640 km®
of forest area, mainly covered by deciduous broad-leaf. The presence of
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agricultural land cultivated with permanent crops is relevant mainly in the hills
surrounding the town of Florence, where the olive growing areas reach 278 km?,
while in the Florentine Chianti the vineyards reach 166 km?.

METHODOLOGY

Biomass to energy projects are highly geographical dependent and the
supply chain efficiency can be strongly influenced by location of district-heating,
particularly in terms of CFP minimizations. The key element is to obtain sufficient
biomass quantities in order to satisfy the energy plant demand, at least the carbon
emission cost paid for transportation.

The problem of choosing the best locations for energy facilities is commonly
assessed using a specific application based on the geographic informative system
(GIS). Noon and Daly (1996), Bernetti et al. (2004) and Noon et al. (2002) used
GIS, in order to identify the sites for only one facility, but without assessing site
competition. However, when resources in the region are scarce, the district heating
plants have to compete in order to meet their own demand. This leads to a location-
allocation problem. Nord-Larsen and Talbot (2004) and Ranta (2005) applied
linear programming in order to minimize transportation cost to detected units.
Finally Panichelli and Gnansounou (2008) used a GIS based linear programming
approach for selecting least cost bio-energy location.

Minimizing CFP in district heating issues requires the optimization both of
demand location and of biomass network transfer links by the coupling of linear
programming model and Geographic Information System. The main problem of
this methodology regards the size of the model that, for a global optimization, can
rise also to about several trillion of decision variables.

To face up to this problem Lam et al. (2010b) proposed a Regional Energy
Clustering approach. The region under consideration is modeled as a collection of
zones. The zones are smaller areas within the region, accounting for administrative
or economic boundaries, which are considered atomic (i.e. non-divisible). For each
zone corresponding rates of energy demands and biomass resource availability are
specified.

In this paper, in order to obtain an environmentally efficient local
optimization, the proposed approach has been developed on three levels.

In the first level, the region is partitioned into a number of Regional Energy
Cluster (REC) using a multidimensional algorithm of regionalization called
SKATER. The variables used in SKATER model are related in order to realize
sustainable policy for forest and agriculture biomass productions. In the second
step, a geographical fuzzy multiple attribute decision making model (FMADM) is
applied to the selection of efficient biomass district heating localization. Finally, in
the third step a geo-referenced Mixed Integer Linear Programming (MILP) model
based on resource-supply-demand structure for carbon-minimization energy
planning has been applied for each Regional Energy Cluster (Fig. 1).
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Figure 1. Methodology overview

As explained in figure 1, the GIS realized for the development of the model
is composed by the following data bases: a) Forest Inventory of the Province of
Florence, extracted by Tuscany’s Inventory (vectorial format); b) Digital Terrain
Model (raster format); ¢) Road system (vectorial format); d) Administrative
boundaries (vectorial format); e¢) Housing units (vectorial format); f) Corine Land
Cover land use map (raster format); g) Census data on Industry and Services
(numerical format).

The REC step

In our approach the cluster combines smaller zone to assure efficient
biomass energy policy. The zones are the smallest administrative units within the
Province of Florence. Regionalization is to divide this large set of zones into a
number of spatially contiguous regions while optimizing an objective function,
which is a homogeneity intra-zones/heterogeneity inter-zones measure of the
derived regions (Gou, 2008). In our model homogeneity/heterogeneity is related to
indicators of sustainability of biomass harvest and supply chain logistics that are
the characteristics of the agro-forest land and the potential supply of agro-energies
and traditional timber assortments for each of the minimum administrative units.
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The used sustainability indicators are the following ones:

- land agro-forest characteristics, defined through the quantification of the
percentages of arable land areas, of permanent crops and forest areas;

- biomass products, including both the bio-fuel deriving from the agricultural
crops and forest cultivations and from the traditional timber assortments (calculated
with the methodology proposed by Bernetti et al., 2004);

- agricultural specialization index: it quantifies the importance of the
agricultural sector, at municipal level, through the percentage of the workers
involved in the same sector in relation to the total number of workers and in
relation to the Region (Tuscany).

Given a set of spatial objects (e.g. administrative units) with a set of
multivariate information a regionalization method aggregates the spatial objects
into a number of spatially contiguous regions while optimizing an objective
function, which is normally a measure of the attribute similarity in each region.
With SKATER (Spatial ‘K’luster Analysis by Tree Edge Removal) method a
connectivity graph to capture the adjacency relations between objects is used.
Figure 2 shows the connectivity graph for Province of Florence.

Figure 2. SKATER process
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The cost of each edge is proportional to the dissimilarity between the objects
it joins, where the dissimilarity is measured using the values of the attributes of the
neighboring pair. It is possible to limit the complexity of the graph pruning the
edge with high dissimilarity. An efficient method for pruning the graph is the so
called “minimum spanning tree”. A minimum spanning tree is a spanning tree with
minimum cost, where the cost is measured as the sum of the dissimilarities over all
the edges of the tree (Figure 2.b). By cutting the graph at suitable places, connected
clusters (Figure 2.c and 2.d) are obtained (for further details see Assungao et al.
20006).

The fuzzy FMADM step

District heating efficient location has been evaluated by the application of a
model of decisional analysis based on a multi-attribute fuzzy approach (FMADM,;
Munda, 1995). The evaluation was done on the basis of the suitability to installing
wood biomass plants for three different settlement typologies (ISTAT, 2001),
which are: i) towns: aggregation of contiguous or nearby houses separated by
roads, squares or similar; #i) residential complexes: aggregation of contiguous
houses with the absence of squares or similar; iij) scattered houses: buildings
scattered in the municipal territory having a distance such as neither creating a
residential complex.

The indexes implemented in the model FMADM were elaborated on a GIS
platform and then they were normalized with fuzzy functions (Cox, 1993;
Zimmermann, 1987) on the basis of the information given by experts of the agro-
energetic sector (table 1).
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Table 1. Utilized Indicators in the model FMADM

Indicator Description Elaboration lf\/[embershlp
unctions
Rurality Index (R) | It defines the potential It is calculated as
easiness of wood bio-fuel | the percentage of
. 1
supplying at a local scale. | the agro-forest
land with a Density
index having a
radius of 175 m 0 100 %

around the
settlement element.

House density
(Hd)

It defines the economic-
logistic suitability for the
creation of a district-
heating plant.

It is calculated
with a Density
index having a
radius from the
buildings of 75 m,
around the
settlement element.

Road distance
(Rd)

It defines the access
suitability to the plant, in
terms of supplying costs
of the raw material and of
the CFP of the productive
process.

It is calculated
with a distance
from the major and
minor roads.

The aggregation of the fuzzy criteria was done on the basis of two different
techniques: one for the towns and the residential complexes and one for the

scattered houses.

The following aggregation was applied for the towns and the residential

complexes:
_ 1+R/
Itjr_ 2

(1)

with [, being the suitability for the localization of the district heating plant j
within the town or the residential complex and R being the rural index.
The following formula was applied for the scattered houses:

min(Hd’ ,Rd’ )+ R’

J =
Ish_

(2)

with Iy, being the suitability for the localization of the district heating plant j
within the house cluster, Hd is the house density, Rd being road distance and R is

the rural index.




Minimizing Carbon Footprint Of Biomass Energy ... 31

The MILP step

The objective of MILP model is to minimize CFP within the boundary of
each REC. The model structure is the following:

n

MIN Z Z tX 3)

j=1i=1

S.t

iipiXi,_/ 2dY, Vj

j=1 i=1

Z;Xl._jﬁl Vi, j (4)
e
Y, =[0,1] vj

with: ¥}, being the district heating location; X;; being the raster location of
biomass source obtained from the regional forest inventory as data point
representing 1 Km? of land and allocated to district heating J; d;, being demand of
biomass from district heating j; p; being the supply of biomass from source i; t;;
being the carbon emission in full life cycle of biomass process (harvest +
transportation) from source i to district heating j, calculated through a GIS cost
surface procedure.

RESULTS AND DISCUSSION

The SKATER step

Figure 3 shows the results of the SKATER procedure in terms of the average
value of the utilized indicators. From the analysis of the figure, it is possible to
highlight that, among the ten obtained regions (R1, R2, ...R10), the allocation of
the agro-forest land shows greater values than the average value for the Province of
Florence for: @) the arable land area in the R1, R5, R6, R8 and R10; b) the
permanent crops in the R1, R3, R4, R7 and R10 and ¢) the woods in the R2, R5, R8
and R9. The availability of traditional timber assortments (other biomass) is
directly linked with the wood area, while the wood splinter productive potentiality
shows a tight correlation with the permanent crops areas. Thus, thanks to the
clustering deriving from the SKATER analysis, it is possible to distinguish the
territorial peculiarities of each region; for instance, the areas characterized by a
high forest relevance (R9) and the ones in which the permanent crops are
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important, both in terms of cultivated area (R3 e R4) and of employment linked to
the sector (R4).

|:| Specialization Index
|:| % Permanent Crops
I \ood Chips
- % Arable Land
- % Forestry
- Other Biomass

Province of Florence

Figure 3. SKATER results
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The FMADM step

The application of the FMADM model allowed the evaluation of the
efficiency of the possible localizations of new plants. From the analysis of table 2,
it is possible to highlight how the greater number of plants belongs to the medium-
low, zero and low classes; these turn to be mainly the scattered houses, which is the
least suitable settlement typology for the installation of district heating plants. For
this reason, in order to optimize the agro-energetic planning process linked to the
minimization of the CFP, the selected plants for the development of the MILP
models are the ones with a highest possible efficiency.

Table 2. FMADM results

% % Towns Total
Efficiency Total sca ttzre d and energetic Potential installing
class plants houses residential requirement power (MW)
complexes | (MWh/year)

0 5,887 90.8 9.2 7,876,097 4,653
0.01-0.25 2,441 97.5 2.5 554,842 267
0.26-0.5 7,454 99.5 0.5 1,245,963 619
0.51-0.75 33 3 97 98,656 28

0.76 - 1 187 0 100 302,612 156

In order to identify the localizations of new district-heating plants for the
planning of the supply chain in every single REC, the district-heating localization
in each REC has been ranked. Then, the localizations have been selected in order
of decreasing efficiency until the biomass requirement (demand) came out to be
equal to the annual yield (supply), considering also the sustainability of a wood
ecological conservation. The results of the selection of each REC are showed in
figure 4.
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Figure 4. FMADM selection results
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The MILP step

The most direct and immediate result of the adopted procedure is the
possibility of planning with an high territorial degree an energetic supplying of the
district heating plants in the REC, thus minimizing the environmental impact in
terms of carbon dioxide emission.

By aggregating the results obtained from the 10 MILP models, it is possible
to evaluate the global impact of the district-heating energy plan in the Province of
Florence. As it is showed in figure 5, the optimization of the supply chain with the
use of operational research methods allows the achievement of moderate CFP. In
fact (see table in figure 5), the median of the transport distance is about 3
kilometers, with an interval between the first and the fourth quartile included
between 2.7 and 4.5. The distribution of the frequency shows how values grater
than 10 kilometers are rare. In addition, by examining the scatter plot between
carbon footprint and power of district heating plant, it is possible to notice how the
adopted procedure allows the achievement of limited distance of transportation
values, also in the case of high power installations.

o -
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[=]
o = o
o o s
c o -
o E
5 3 >
2 k=
w e o L
°C T T T 13 _ o o
B : ©
0 5000 15000 a 1 T | 1
0 5000 10000 15000
Distance for supply Distance for supply
Mean Distance for supply (m)
Ist Qu. Median Mean 3rd Qu. Max.
1053 2661 3124 4500 19090

Figure 5. CFP data by district-heating implant

By examining figure 6, which shows the previously explained elaboration
for each REC, it is possible to notice how the lower CFP is obtained in REC 1
(Florence), 2 (Fiesole and the hills surrounding Florence), 6, 7 (hills of Vinci) and
10, corresponding to localizations characterized by a supplying based on the
vineyards and olive growing pruning, which are generally close to the most
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suitable localizations for the rural district-heating plants. Worse results are evident
for REC 5 and 9, characterized by a supplying based on forest resources often far
from the towns.
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Figure 6. Carbon footprint by district-heating plant and by REC

CONCLUSIONS

When assessing simultaneous potential locations for energy facilities the
location—allocation problem has to be solved in order to tackle resources
competition among facilities. A multi-step procedure combined with GIS-based
approach seems to be effective for selecting suitable energy facilities location.
Addressing the problem through a convenient approach is fundamental to define
facilities location as the optimal sites can vary in function of resources competition
and environmental impact, evaluated through the carbon footprint concept.

The quantity and heterogeneity of the input data and the need for a structured
analysis of the information make essential the need of integrated tools to assess the
problem.

Further efforts have to be done to integrate software tools and data
processing. The developed approach allows the planning of district-heating supply
chain and select best energy facilities locations based on minimization of carbon
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footprint. Nevertheless, other models belonging to the logistic structure are being
investigated, considering not only carbon footprint minimization but also
environmental and social constraints.
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Abstract: The aim of the paper is to show the relationship between the value
of Japanese yen and the investors’ risk aversion. The correlation results from
the application of carry trade strategies by investors. An increase in carry
trade positions is associated with the decrease in risk aversion. The Japanese
yen is one of the most popular carry trade funding currency and therefore the
change in the value of this currency reflects the change in the investors’
mood. This paper shows that there is a negative relationship between the
USD/JPY and the risk aversion measured by volatility index (VIX).

Keywords: risk aversion, USD/JPY market, volatility index VIX

INTRODUCTION

During last years the carry trade phenomenon has started to be one of the
main feature of the present financial markets. This strategy is based on borrowing
in low interest yielding currency and using the funds to invest in high interest rate
currencies [Fong, 2010]. In this way the investors obtain the money in the country
where interest rates are low and then invest the capital in bonds, shares or
commodities markets in the country with higher interest rates. This trading strategy
can exhibit a favourable payoff but the risk involved in it is high. A carry traders
are associated with the investors of low aversion towards risk. It is believed that the
carry traders’ activity on the market is going up when the level of investors’ risk
aversion is decreasing. Carry trade is applied by hedge funds, pension funds,
investment banks, other financial institution and individual investors [Gagnon at
al., 2007]. As a result the change in investors’ involvement in this strategy has
a huge impact on the price movements on the currency market. Japanese yen is one
of the most popular carry trade funding currency and consequently the change in
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the value of this currency is likely to reflect the fluctuations in the investors’
attitude towards risk. The growth in investors’ risk aversion brings about the
unwinding of carry trades [Brunnermeier at al., 2008]. It means that the investors
start to withdraw their capital from the country of high interest rate and then buy
Japanese yen to discharge a debt. Following, an increase in demand on the
Japanese currency leads to the yen appreciation.

The aim of this paper is to investigate the relationship between the Japanese
Yen exchange rate (USD/JPY) and the investor’s risk aversion measured by the
S&P500 option implied volatility index (VIX). It is shown that during the time in
which the VIX decreases the Japanese yen depreciates. However, when there is
unease on the market and when the risk aversion measured by VIX goes up then
the Japanese currency appreciates. This articles studies the link between USD/JPY
and volatility index VIX. By wusing the Autoregressive Conditional
Heteroscedasticity (ARCH) model it provides evidence of negative relationship
between the analyzed data. The data set used in research covers the period from
January 2006 to February 2009.

THE IMPACT OF CARRY TRADE ON THE VALUE OF JAPANESE
YEN

There is several factors which have a crucial impact on the price movement
on the currency market. Some of the most important are inflation rates, interest
rates, change in a country’s price competitiveness, balance of payments and the
economic growth of the country. The article shows that the currency exchange rate
can be also significantly influenced by a change in the level of investor’s risk
aversion. The driving force behind it is the implementation of carry trade strategies
by the investors. This paper is focused on the Japanese yen which is a prominent
funding currency in carry trade. Japanese Yen is a funding currency for overseas
investments because of prolonged low-interest rate policy of the Bank of Japan. In
order to describe the relationship between value of the yen and the level of
investors’ risk aversion the author scrutinizes the USD/JPY market volatility and
the change in investors’ risk aversion measured by volatility index VIX.

Before the financial crisis of 21st century Japan enjoyed rapid economic
growth. However, the Japanese currency was constantly depreciating, which means
that the rate USD/JPY was going up. Between May 2006 and July 2007 the level of
USD/JPY went up from 109,67 to 123,86 (Graph 1). It means that the yen
depreciated 12,5 per cent against the U.S. dollar. There was several factors which
had a crucial impact on the yen depreciation. For instance, the yen decrease in
value was caused by the reduction in the share of yen-denominated assets held by
the central banks. However, undoubtedly the depreciation of Japanese yen was
exacerbated by the carry trade. The high investors’ involvement in the carry trade
led to an outflow of speculative investment from Japan [Winters, 2008]. Moreover,
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the carry traders activities contributed to the significant increase in supply of yen
which also had a profound impact on the yen depreciation. The situation has
changed when the sub-prime mortgage crisis began.

Graph 1. USD/JPY market between January 2006 and February 2009
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The collapse of U.S. sub-prime mortgage market had a ripple effect around
the world. The global financial crisis of 21st century had a negative impact on the
stock market. Many financial institution collapsed or were bought up. Because of
the financial crisis of 21st century the market participants became more averse to
risk. The carry traders simultaneously started to withdraw their funds and then buy
Japanese yen to pay off a debt. It brought about the impressive increase of demand
on the yen. Between July 2007 and February 2009 the level of USD/JPY went
down from 123,86 to 87,32 (Graph 1). The Japanese currency became stronger
although there were no sufficient fundamental reasons for it. It indicates that the
carry trade accounts for the important factor which influences the value of Japanese
yen.

THE RELATIONSHIP BETWEEN THE LEVEL OF INVESTORS’ RISK
AVERSION AND THE USD/JPY EXCHANGE RATE

The investors’ risk aversion can be measured by the Chicago Board Options
Exchange (CBOE) S&P 500 options implied volatility index (VIX) [Coudert at al.,
2008]. It reflects the investors’ expectations on future market volatility. The VIX
value greater than 30 is associated with a high risk aversion among the market
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participants. The table below provides descriptive statistics of VIX before and
during the financial crisis. The calculation is based on daily data and covers the
period from January 2006 to February 2009.

Table 1. Descriptive statistics of VIX before and during the financial crisis of 21st century

01.2006-07.2007 | 08.2007-02.2009
mean 13,13 31,24
standard deviation 2,44 14,57
maximum 24,17 80,86
minimum 9,89 16,12
kurtosis 2,49 0,93
skewness 1,41 1,39
coefficient of variation 0,19 0,47

Source: data - Reuters Information Agency

Both mean value and the standard deviation of the VIX have increased
during the second period (08.2007-02.2009). It implies that during the financial
crisis of 21st century the volatility on the market have increased significantly.
Moreover, one may presume that between 08.2007 and 02.2009 the investors’
aversion to risk swelled considerably. The maximum value of VIX was 80,86 in
comparison to the first period when it was just 24,27.

Based on the VIX descriptive statistics and the graphs of USDJPY one may
assume that there is a positive relationship between the value of the Japanese
currency and the level of investor’s risk aversion. Thereby, there is negative
association between USD/JPY and the VIX. When the investor’s aversion towards
risk is going up, the yen is appreciating which means the USD/JPY exchange rate
is decreasing. Moreover, it is shown that this relationship became even stronger
during the financial crisis of 21st century. The table below presents the Spearman’s
rank correlation coefficient between USD/JPY and the Volatility Index VIX. The
calculation is based on the daily data and covers the period from January 2006
to February 2009. Spearman rank correlation coefficient is a non-parametric
statistic and thus can be used when the data have violated parametric assumptions
such as non-normally distributed data [Field A., 2005]. Moreover, it is a better
indicator than Pearson’s correlation coefficient when the relationship between two
variables is non-linear. Taking into account the features of the analyzed data, the
Spearman’s rank correlation can be used for an initial analysis of the relationship
between USD/JPY and VIX.
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Table 2. The Spearman’s rank correlation coefficient between USD/JPY and the VIX

01.2006-07.2007 | 08.2007-02.2009
Spearman rank correlation coefficient -0,12 -0,64
p-value 0,0118 0,0000

Source: data - Reuters Information Agency

The figures in the table suggest that there is the significant relationship
between these two variables. The correlation itself is negative. When the USD/JPY
exchange rate goes up, the Volatility Index (VIX) decreases. Additionally, the
correlation between USD/JPY and VIX is substantially stronger from August 2007
to February 2009 (-0,64 versus -0,12).

THE APPLICATION OF ARCH MODEL

This paper adopts Autoregressive Conditional Heteroscedasticity (ARCH)
model to explore the relationship between USD/JPY and VIX. The ARCH model
was introduced by Engle (1982). This model is chosen mainly because it provides
away to solve the problem of heteroscedasticity. The volatility of USD/JPY is
affected by change in investors’ risk aversion. Therefore, the model additionally
consists of the independent variable which expresses the investors’ mood. The data
series embrace daily closing values of USD/JPY and daily values of Volatility
Index VIX. The daily series are generated from the following equation.

USD/ JPY,
y=In(———-) (1)
USD/JPY,
ViX
=1 t 2
x n(VIX,_l) )

Where [n is the natural logarithm operator, ¢ the time period, y is the
outcome variable and x the independent variable. The data cover the period from
January 2006 to February 2009. Both series are found to be stationary which was
checked by the Augmented Dickey-Fuller unit root test (ADF). The graph below
present fluctuations of the dependent variable y (left side) and independent variable
x (right side) in the analysed time.
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Graph 2. The volatility of dependent variable y and independent variable x
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The general form of ARCH is [Hughes at al., 2004 and Trzpiot, 2010]:

v, =xf+¢ (3)

g =¢0, 4)
q

O-tz =q,+ Zaigtz—i )

t=1

Where y, is the dependent variable, x, is a kX1 vector of independent

variables, &, is the disturbance term, & is the white noise process (with

t

E(£)=0 and E(&)=1), o] is the conditional variance,

t
0=, %y, 5., 0, )’ is the vector of unknown parameters and ¢ is the order of
the ARCH model. By the time the unknown parameters are estimated the test for

ARCH effects is carried out. The Lagrange Multiplier (LM) Test is applied to
check the existence of ARCH effects. The null hypothesis is

H,:0,=a,=a,=..=a,. The null hypothesis means that the ARCH effect

does not exist. To verify this hypothesis the test statistics (LM) and the critical
value ( ){2 (q)) are estimated for the g (order of ARCH) for 1, 5, 10, 15 lags. The
results are presented in the table below.

Table 3. The Lagrange Multiplier Test’s results

LM p-value
q=1 16,1548 0,0000
q=>5 54,2893 0,0000
q=10 60,7871 0,0000
q=15 110,837 0,0000

Source: data - Reuters Information Agency

The LM test for ARCH(1), ARCH(5), ARCH(10) and ARCH(15) errors
confirm the presence of ARCH effects in the analyzed data. The p-value
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(P(x*(q)>LM)) is less than the required significance level which means that

the null hypothesis is rejected.

Further, the investigation if the VIX has any explanatory power for
USD/JPY exchange rate is carried out. The model is estimated and evaluated using
daily data (variable x and variable y computed like in equations 1 and 2). The
sample covers the period 02.01.2006 — 27.02.2009 which corresponds to 825 daily
observations. The table below presents the results for ARCH(1) and ARCH(2). The
ARCH(q) with q larger than 2 do not fulfil all requirements (e. g. the significance
of all parameters) that is why they are not included in the Table 4.

Table 4. ARCH(1) and ARCH(2) models

ARCH(1) ARCH(2)
By -0,04324** -0,04064**
oy 0,00003** 0,00003**
o 0,27066* 0,16423**
o 0,17506*
Akaike’s Information Criterion (AIC) -5934,06 -5964,08
Schwarz Criterion (SC) -5915,17 -5940,51

*significant at the 0,05 level ~ **at the 0,01 level
Source: data - Reuters Information Agency

In order to select the most appropriate model the Akaike’s Information
Criterion and the Schwarz Criterion are used. The lower the value of AIC and SC
the better the model is. On the basis of Akaike’s Information Criterion (AIC) and
Schwarz Criterion (SC), the model ARCH(2) is chosen (Table 4). On the basis of
equations 1 through 5, the form of ARCH(2) is written as:

USDJPY |, VIX

In(————) = —0,04064 In(——) + ¢, (6)
USDJPY VIX .,

8[ = gto-t (7)

0',2 =0,0003+0,1 6423:95_1 +0,1 75066‘[2_2 (8)

The coefficient B, is negative and significant. Therefore, the results show
that there is a statistically significant relationship between USD/JPY exchange rate
and the Volatility Index VIX. At the same time, the outcomes indicate that the
association between the value of Japanese yen and the level of investors’ risk
aversion exists. The negative coefficient B, suggests that when there is an increase
in risk aversion among investors then the USD/JPY exchange rate decreases.
Consequently, the growth of risk aversion brings about the appreciation of the
Japanese currency. As a result, the change in investor’s mood is observed in the
USD/JPY market.
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The volatility in the Japanese yen market reflects the change in investors’
risk aversion. When the market expands, share prices increase, the investors have
positive attitude towards risk then one can expect the depreciation of Japanese yen.
However, when stock market crashes, the financial market is hit by crisis of
confidence, investor’s risk aversion is rising a drop of USD/JPY exchange rate
follows.

CONCLUSIONS

1. There is statistically significant relationship between USD/JPY exchange rate
and the Volatility Index VIX. The negative coefficient ; suggests that when
there is growth in investors’ risk aversion then the USD/JPY exchange rate is
decreasing.

2. During the financial crisis of 21* century the volatility in the market increased
significantly. Between August 2007 and February 2009 investors’ aversion to
risk increased considerably. The maximum value of VIX was 80,86 in
comparison to the time before the financial crisis (01.2006-07.2007) when the
maximum value of the VIX was just 24,27. Moreover, the relationship between
USD/JPY and VIX is substantially stronger during the financial crisis.

3. The yen market reflects the change in investor’s attitude towards risk. The
USD/JPY exchange rate is decreasing when there is an increase in investors’
risk aversion. On the other hand, the Japanese currency depreciates when
investors’ attitude towards risk is positive.
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Abstract: In the following work a new method was proposed to study
similarity of objects’ structures. This method is an adaptation of radar
methods of objects’ ordering and cluster analysis, which are being developed
by the authors. The value added by the authors is the construction of
measures for conformability of structures of two objects. Those measures
may also be used to define similarities between given objects. Proposed
measures are independent of the order of features.

Key words: radar method, radar measure of conformability, measure of
similarity, synthetic measures, classification, cluster analysis.

INTRODUCTION

Authors have for many years been researching into the problem of regional
measurement of differentiation of agriculture in both dynamic and static aspects
[Binderman, Borkowski, Szczesny 2008, 2009a, 2009b, 2010; Borkowski,
Szczesny 2002]. In economic-agricultural research based on empirical data almost
invariably there is a need of ordering, classification and clustering of homesteads,
objects (units) of a multidimensional space of variables. Study of regional
differentiation of agriculture is crucial now because of EU’s politic of
regionalization of allocation of funds. Presently, there are many methods used for
classification and clustering of objects [Gatnar, Walesiak 2009, Hellwig 1968,
Kukuta 2000, Malina 2004, Mtodak 2006, Pociecha 2009, Strahl 1990, Zelia$
2000].

Dynamic analysis of regional differentiation of agriculture based on a single
feature was the common ground of those studies. Key differences in evaluation of
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similarity or spatial differentiation of agriculture formed by different authors using
different measurement methods were apparent. Methods of measuring
conformability (differentiation) of structures in a dynamic aspect were seldom used
in economic-agricultural research. The basis of comparative analysis of structures
is a set of m spatial units (in our scenario voivodeships) characterized by n features.
The problem of examining structures’ conformability is present in numerous
scientific publications, e.g. [Binderman, Borkowski, Szczesny 2008, Binderman,
Szczesny 2009, Ciok, Kowalczyk, Pleszczynska, Szczesny 1995, Kukuta 2000,
2010, Ostasiewicz 1999]. In order to compare structures different methods are
used, depending on the goals of research, possibility of evaluation, interpretation of
analysis results and desired algebraic and statistical properties. Many methods are
constructed intuitively, based on graphical analysis. Radar methods, which are used
to display objects defined by a number of features, are an example of such
methods. Synthetic index is constructed based on the area of a polygon which is
used to illustrate objects in question. This method is simple and intuitive but has a
serious flaw because the field value is dependent on the order of features. Our
research is aimed at eliminating this flaw. Several proposed indices without this
flaw are presented in [Binderman, Borkowski, Szczesny 2008] and [Binderman,
Szczesny 2009]. In this work we present a manner in which the idea of measures
based on the area of a polygon may be used to measure the conformability of two
structures. This manner creates opportunities of using those measures to compare
agricultural regions, which are characterized by many features. The use of methods
given in this work is included in the article [Binderman, Borkowski, Szczesny
2010]. For entire collection of the conformability of two structures see [Grabinski,
Wydymus, Zelias 1989, Kukuta 1989, 2010, Malina 2004, Strahl 1985, 1996,
Walesiak 1983, 1984].

CONSTRUCTION OF RADAR MEASURES OF CONFORMABILITY

In their previous works authors used radar methods to order and classify
objects [Binderman, Borkowski, Szczesny 2008, 2009, 2009a, 2010, Binderman,
Szczesny 2009, Binderman 2009, 2009a]. Those methods are independent of the
manner of ordering of features that describe a given object. In this work authors
attempted to adapt radar methods to compare structures of given objects. Methods
presented below may seem to be complicated in terms of calculations. However,
with the beginning of the digital age that became inconsequential. Moreover,
software to perform calculations for those methods is being developed.

Let Q and R be two objects described by sets of values of n (n > 2) features. We

assume that objects Q,R are described by two vectors x,y € R/, where

X =(X,%,0X,),Y =) Yy500,); %, ¥, 20;i =1,2,...,n and in =l,2yi =1
i=l i=1
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For a geometric representation of the method we inscribe a regular n-gon into a
unit circle (with a radius of one) centered at the origin in the polar coordinate
system and connect the vertices of the polygon with the origin. Obtained line-
segments with a length of one will be named, in sequence, O1, O2, ..., On, for
definiteness, beginning with the line-segment covering the w axis. Let’s assume
that at least two coordinates of each of the vectors x, y are nonzero. As features of
objects x and y take on a value between 0 and 1, meaning

0<x<1=0<x<1, 0<y<1=0<y;<1, i=1,2,...n, where 0=(0,0,...,0), 1=(1,1,...,1),

it is possible to represent those values on a radar chart. To do this let x; (y;) denote
points of intersections of axes Oi with circles centered at the origin of the
coordinate system with a radius of x; (y;), i=1,2,...,n. By connecting points x; with
Xy, Xy With X3, ..., X, with x; (y; with y,, y, with ys, ..., y, with y;) we obtain n-gons

Sq and Sg, which areas |Sq/, ISyl are given by

=1 2 1 L 2n &

‘Sq‘=|$x =Z§Xixmsm?:Esm?zxixm, where y =y,
i=l i=1
|l C2n 1L 2n g

il =[5, =25yy. sin T =gsin T 2y, where y =y, -

i=

The following graph gives an illustration for vectors:

1
— = =l n
8’ ’8)’ y (16’16’16’16’16’16’16’16)’
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[lustration 1. Radar charts for vectors x and y

S cctor 1/4 NGNS\ tor x @WK WS\ector y DOvector x @vectory

Source: our investigation

Given such a graphical illustration, each of the objects Q and R is defined by a
polygon of vertices Q,Q,...,Q, and R;, R,,...,R,, respectively. In a Cartesian
coordinate system those points take on coordinates Q;(syt), Ri(w;,z), i=1,2,...,n;
where

s, =Xx;C08¢Q,, t,=xsinQ, w, =y CcosQ, z =y sSing,

(‘pi = (1—1)2771:, l= 1,2,...,”-

Let us denote the areas set by vectors x and y (describing objects Q and R) by S,
and S,, respectively, and their intersection by:
Sy =8NSy

Let us consider one segment of the area S, — II;, contained within an angle

2 2mfi +1)
) i ] The following, mutually exclusive cases are possible:

Vi>x >0A x>y, >0 VX, >y >0A Yy, >x, >0,
V=% >0Ax,>y,>0 V. ox,=y,>0Ay, >x, >0,

X =V >0AXx,>y,>0 VvV x,,=y,,>0Ay >x,>0,

Vi =x>0Ax, =y, >0,

>y >0Ax,>y,>0 vV oy, >x>0A y, >x, >0,

ok W=
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6. Product of coordinates x;y;x;,;V;, =0.

Below we provided representative cases of the above possible situations,
linked with the manner of application of the equations.

[lustration 2. Graphical representation of possible cases.

\'"Y

»
1<

0 0 u
1L.y,>x,>0Ax,,>y,,>0 2., =x5>0Ax,,>y,>0
v A
v
Xiet=Yin1 Xi#1=Yis1
Xi=Yi
0 u 0 m >

3., =Y, >0Ax, >y, >0 4. ¥, =x,>0Ax,, =y, >0,
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0

5.>y,>0Ax,,>y,,>0 6. x, =0

i+l

Source: own investigation

Let us consider the first case when one of the segments of the area S, — F, isa

quadrilateral, given by the origin of the coordinate system O(0, 0) and points Q;,
Ri+1, which satisfies our assumption that 0<x;<y;, 0<yi<x;; (see illus. 3)

i€{1,2,...,n}.

Illustration 3. Illustration of case: 0<xi<yi, 0<yi+1<xi+1.
vA

Source: own investigation

Area P consists of two triangles A; and B;. Value of the area of triangle A; is
defined as |Al.| = %xi Vinl sin%. Thus, to calculate the area of the quadrilateral

S;:=0Q;P;R;+; we must find the value of the area of triangle B;. In order to do this
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we notice that the line containing points Ri(w;,z;) and R ;(wi+1,zi+1) is described by

the equation:
u—w, V—2z;
=0
Win™W Zimn— %

Whereas the line containing points Q;(s;,t) 1 Qi+1(Si+1,ti1) 1s described by the

equality:
[ u-—s, v—t, J
Si =S L T

Coordinates of point P;(u;,v;), which is the point of intersection between the above
lines, are the solution to the following system of equations:

(Zz‘+1 —Z )Ll - (Wi+l -W )V =WZig T ZWas

(g =t = (Si =8,V =880 =il
The solutions can be described using Cramer’s rule as follows:

_W Zis1 T2 Wi T Wiy
i = > ’
w P
Ewizm —ZWin1 Wi T Wi+1] (Zm —Z; WiZig— ZiWi+lJ

Siliyi = Sinli S =Sy L =4 Sl =Sl

=0.

V; w, where W=

u =W,

W =

u

) v

Let us notice that a line containing two points Q;(s;t;) 1 Ri+1(Wi+1,zi+1) can be
described by the equation:
u=—=s; V=1t
Wi =8 Zig— 1

=t Ju—(w,

=0,

t, =0.

which is identical to (z wl;

i+l W TSV Zs T W,
The distance h between point P;(u;,v;) and line containing points Q;i(s;,t;) and

Ri+1(Wis1,Zi1) is determined by the equality:

|(Zi+1 - )ui _(Wi+1 -

JE =6+ (wy —s,)

= SV, — 2, + "Vi+1ti| _ |(Zi+l =0 = (W = SV = 2y + Wil

1

27
2 2
\/ Yin X —2xy;,, cOS Py

We utilize the cosine rule to calculate the length of a;, a line-segment
between points Qi(s;,ti) and Ryt (Wis1,Zit1)

21
_ |2 2
a;, = \/ym + X =2, COS?

Thus, we obtain that the area of the triangle B; is equal to:
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1 1
|Bi| = Eaihi = 5|(Zi+l =t Ju; = (Wi =8,V = 28 + Wi+lti|

and so the area of quadrilateral S; is described by the equality:

1 . 2 1
|Si| = |Ai| + |Bi| = Exiyiﬂ Sln% + E|(Zi+1 =4y = (W — 8,V =z, + Wi+1ti|'

In a similar manner one can obtain the area of segment S; which is a quadrilateral
given by the origin of the coordinate system O(0, 0) and points Qi+, R;, what

corresponds with the assumption that 0<y;<x;, 0<x;1<y;+; i€{1,2,...,n}.
In the case of x; =y, >0 oraz x,,y,,, >0 {x,,, = y;;;, >0 oraz x,y, > 0} segment
S, is a triangle with an area described by the equality:

1 . 2m . 1. 2n )
M = sin—x, min(x,,;,y,,,) {5 =5 sin—x, min(x;, y;)}-

1

In the case of x;, >y, >0oraz x,,, > y,,, >0 {y, >x;, >0 oraz y,,, > x,,, >0}

i+l
Segment S; is a triangle with an area described by the equality:

1. 2 1.2
S =§Sin7nyiyi+1 s =§Sin§xi+1xi}°

In the case of x,y,x,,,y,,, =0 segment S; is a line-segment or a point and its area
is equal to 0: |Si| =0.
The area of the intersection of polygons Sy and Sy is described by the equality:

S, msy\ :;|Si|.

Let us assume p,y, as a measure of conformability of structures of two objects Q
and R induced by vectors x and y. thus:

(1)

min(Sy

Sy)) gdy [y
where 6, = , O =

Sy ‘>0 max Sy

Sy|) gdy |Sy]

> , Sy‘>0

y

Xy *
1 gdy \Sx\sy\=0 1 gdy \Sx\sy\zo

Let us notice that the above measure of conformability satisfies 0<p.,<1 and is
dependent on the order of features [Binderman, Borkowski, Szczesny 2008].
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In order to define a measure of conformability which is independent of the order of
features let us denote by p; a j-th permutation of numbers 1, 2, ..., n. There are n/
such permutations. Each permutation corresponds to a permutation of coordinates
of vectors x and y. Let x;, y; denote the j-th permutation of coordinates of vectors x
and y accordingly, where x,=x and y,=y. E.g. if n=3, x=(x,,X2,X3), y=(y1,y2,y;) and
p1:(172>3)a p2:(1’372)’ p3:(271>3)a p4:(2’371)’ p5:(391>2)a p6:(3a2:1) then:
X1=(X1,X2,X3), J’IZ(YJ,YZ,Y3), X=(X1,X3,X2), yz=(y1,y3,yz) X3=(X2,X1,X3), y3=(yz,y1,y3),

X=(X2,X3,X1), Ya=(Y2:Y3,Y 1)> X5=(X3,X1,X2), Ys=(¥3,Y 1,Y2)s X6=(X3,X2,X1), Ys=(¥3,Y2,¥ 1)-
Based on our previous pondering we conclude that each j-th permutation x;, y; of

coordinates of vectors x and y corresponds to a measure of conformability of
structures:

Wor=Hxy, (2)

1
where, naturally, Mpp =Wy .

In accordance with the above let us define three different measures of
conformability of considered objects Q and R:

Mg,z = MIN U p, A3)

1<j<n!

1 n! )
Sor =77 2 Mok
1=

To compare structures of two objects
n n
X:(xpxz,---,xn),y:()’1,)’2,---,)7,1)3 Xis Vi 2 0, i=12,...,n in = 17 Zy,' = 17
i=1 i=1

utilizing a popular and simple in use coefficient [Chomatowski, Sokotowski 1978]
Wy = Zl:min(x,., y,). 4)

In order to present the described above method of comparing structures we will
consider three simple examples.
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Example 1.

Let Q=x= (l,l,oj, R=y= (l,llj Let the following take on values:
22 333

—

.. .. .. .. 1 .. .. 1 1 .. .. .. ..
X =X =X =X = 570’5 > X3 =X = QE)E VTN TY;TYaFYs FYe =Y

Thus, we receive:

1. 2711 1. 2711 1. 2711
Sy |[=—sin———, y_|: —sin———, meyv|:—sm———,
2 322 : 2 33 2 333
1 11
2" 333 _2 ,
= |=—====— for i=12,..,6.
/LtX‘yi lSI 272.11 35 or 1 s < 76
2 322
2
And so imQ,R =My =Sy = 37 where coefficients I, ,my z,S, p are
described by equations (3). It is worth noting that when a coefficient is described
I 1 2
by the equation (4) then Wyy =—+—4+0=—.
y q “4) Xy “373 3

The following illustrations present the considered example.
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[Nlustration 4. Graphical presentation of the method for vectors
x= (

11 0) (1 1 1)
)Y 37373)

-3 w3

Source: own investigation
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Example 2.
11 11
Lethxz(—,—,0,0) R=y= (——
22 4 4
values: X, = X, = X; 1= X, =X, X,!=X,:!=X,:= x8:=(—,0,—,0j,

1 11
X, =X =X, =X, = (,O,O,zj,x13 =Xy, = Xy =X = (0,2,2,0],3(17 =Xy = Xy =

=X (0 0,— ! IJ X, = Xy, = X,y = Xy, = (0,1,0,1), y, =y for i=12,..,24.

272 2 2
hus, we receive:
'7[11 l 1[_ ‘_l Ell,' bodi=12,..24;
2 222 2 2 4 2

= %, for j=1,2,3,4; where 4, is defined by formula (2).

It can be easily verified that

My, == for j=8,9,..,20 and My, = 0 for j=5,6,7,8,21,22,23,24.
1 1 :
Hence 90, . =5 Mop = 0, Spr = 3 where the coefficients M, p,m, 2, Sp ¢

are described by equations (3). In this example the coefficient of structures
conformability is equal to:

11 1
Wy =—+—+0+0=—,
XY 4 4 2

where ny is described by the formula (4).

The following illustrations present the considered example.

[Nlustration 5. Graphical presentation of the method for vectors

(1 ) (1111)
X = 0,0, y=|—,—,—,—
272 44 4 4
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1 1
4 4 2
3 3
1
4%
) e, 9 —— |3 =13
0,51 1
02 0.2
3 3
—p— (|7 c——17 ——— | e,
Source: own investigation
Example 3.
11 11 1 .
Let Q=x=|—,—,0,0,..,0 |, R=y=| —,—,..,— |€R",n>4. It can be shown
2 2 n n 4
2 4 .
that 9, = Mop = 0, Sor =m, where coefficients M, 5, my ¢, Sy &
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are described by equations (3). In this example the coefficient of structures
conformability (described by the equation (4)) takes on the value:

_l 1 0 0_2
ny—;+;+ +...+ —;.

SUMMARY

This work presents a mean to study conformability of structures but it is easily seen
that introduced norms can also be used to analyze similarity of studied objects.
Presented radar methods create a possibility of utilizing them in decision analysis
on a local level. Radar methods are commonly used due to the ease of visualization
of multidimensional data. However, some analyses incorrectly employ indices
based solely on those illustrations, meaning they do not ensure the basic
requirement of stability of the employed method — independence of the order of
features [Jackson 1970]. The method presented by the authors does not have that
flaw. As complicated as the presented methods may seem, in the digital age it
remains largely inconsequential. Even more so with software for the presented
methods is being developed.

REFERENCES

Binderman Z., Borkowski B., Szczesny W. (2008): O pewnej metodzie porzadkowania
obiektow na przykltadzie regionalnego zréznicowania rolnictwa, Metody iloSciowe w
badaniach ekonomicznych, IX, 39-48, wyd. SGGW 2008.

Binderman Z., Borkowski B., Szczesny W (2009), O pewnych metodach porzadkowych w
analizie polskiego rolnictwa wykorzystujacych funkcje uzytecznosci, RNR PAN, Seria
G, Ekonomika Rolnictwa , T. 96, z. 2, s. 77-90.

Binderman Z., Borkowski B., Szczesny W. (2009a) Tendencies in changes of regional
differentiation of farms structure and area Quantitative methods in regional and sectored
analysis/sc., U.S., Szczecin: - s. 33-50.

Binderman Z., Borkowski B., Szczesny W. (2010): The tendencies in regional
differentiation changes of agricultural production structure in Poland, Quantitative
methods in regional and sectored analysis, U.S., Szczecin, s. 67-103.

Binderman Z., Szczesny W., (2009), Arrange methods of tradesmen of software with a help
of graphic representations Computer algebra systems in teaching and research, Siedlce :
Wyd. WSFiZ, 117-131.

Binderman, Z. (2009): Ocena regionalnego zroéznicowania kultury i turystyki w Polsce w
2007 roku R. Wydz. Nauk Humanistycznych SGGW, T XII, s. 335-351.

Binderman Z. (2009a), Syntetyczne mierniki elastyczno$ci przedsigbiorstw, Prace i
Materialty Wydziatu Zarzadzania Uniwersytetu Gdanskiego 4/2, s. 257-267.

Borkowski B., Kasiewicz S. (2010), Konstrukcja metryk elastycznosci przedsigbiorstw,
Prace i Materiaty Wydz. Zarzadzania UG 4/2, s. 268-279.

Borkowski B., Szczesny W. (2002): Metody taksonomiczne w badaniach przestrzennego
zroznicowania rolnictwa. RNR PAN, Seria G, T 89, z. 2. s. 42. Chomatowski S.,
Sokotowski A. (1978), Taksonomia struktur, Przeglad Statystyczny, nr 2, s. 14-21.



Radar measures of structures conformability 59

Ciok A., Kowalczyk T., Pleszczynska E., Szczesny W. (1995): Algorithms of grade
correspondence-cluster analysis. The Coll. Papers on Theoretical and Aplied Computer
Science, 7, 5-22.

Gatnar E., Walesiak M. (2009): Statystyczna analiza danych z wykorzystaniem programu
R, PWN, Warszawa.

Grabinski T., Wydymus S., Zelia§ A. (1989), Metody taksonomii numerycznej w
modelowaniu zjawisk spoteczno-gospodarczych, PWN, Warszawa.

Hellwig Z. [1968]; Zastosowanie metody taksonomicznej do typologicznego podzialu
krajow ze wzgledu na poziom ich rozwoju oraz zasoby i struktur¢ kwalifikowanych
kadr, ,,Przeglad Statystyczny”, z. 4.

Jackson D. M. (1970): The stability of classifications of binary attribute data, Technical
Report 70-65, Cornell University 1-13.

Kukuta K. (1989): Statystyczna analiza strukturalna i jej zastosowanie w sferze ustug
produkcyjnych dla rolnictwa, Zeszyty Naukowe, Seria specjalna Monografie nr 89, AE
w Krakowie, Krakow.

Kukuta K. (2000): Metoda unitaryzacji zerowanej, PWN, Warszawa.

Kukuta K. (red.) (2010): Statystyczne studium struktury agrarnej w Polsce, PWN,
Warszawa.

Malina A. (2004): Wielowymiarowa analiza przestrzennego zrdéznicowania struktury
gospodarski Polski wedlug wojewodztw. AE, S. M. nr 162, Krakow.

Mtodak A., (2006): Analiza taksonomiczna w statystyce regionalnej, DIFIN, Warszawa.

Ostasiewicz W. (red) (1999),: Statystyczne Metody Analizy Danych, Wydawnictwo
Akademii Ekonomicznej we Wroctawiu, Wroctaw.

Pociecha J. (2008), Rozwod] metod taksonomicznych i ich zastosowan w badaniach
spoteczno-ekonomicznych, 90-lecie GUS, www.stat.gov.pl, 1-13.

Szczesny W. (2002),: Grade correspondence analysis applied to contingency tables and
questionnaire data, Intelligent Data Analysis, vol. 6 , 17-51.

Strahl D. (1985), Podobienstwo struktur ekonomicznych, PN AE, nr 281, Wroctaw.

Strahl D. (1996), Rownowaga strukturalna obiektu gospodarczego [w:] Przestrzenno-
czasowe modelowanie i prognozowanie zjawisk gospodarczych, red. A. Zelias, AE w
Krakowie, Krakow.

Strahl D. (red.) (1998), Taksonomia struktur w badaniach regionalnych, Prace Naukowe
AE we Wroctawiu, Wroctaw.

Walesiak M. (1983), Propozycja rodziny miar odlegtosci struktur udzialowych,
»Wiadomosci Statystyczne”, nr 10.

Walesiak M. (1984), Pojecie, klasyfikacja i wskazniki podobienstwa struktur
gospodarczych, Prace Naukowe AE we Wroctawiu, nr 285, Wroctaw.

Zelia§ A., red. (2000): Taksonomiczna analiza przestrzennego zrdznicowania poziomu
zycia w Polsce w ujgciu dynamicznym, AE w Krakowie, Krakow.



QUANTITATIVE METHODS IN ECONOMICS
Vol. XI, No. 1, 2010, pp. 60-69

THE IMPORTANCE OF DEMOGRAPHIC VARIABLES IN THE
MODELING OF FOOD DEMAND

Hanna Dudek
Department of Econometrics and Statistics, Warsaw University of Live Sciences
e-mail: hanna dudek@sggw.pl

Abstract: The general objective of this research is to assess the impact of
demographic variables on food demand in Poland. The empirical analysis of
this paper is based on the household data, collected by GUS (Central
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INTRODUCTION

During the last three decades, consumer demand analysis has moved toward
system-wide approaches. Increasing attention has been given to the estimation of
complete demand systems that consistently account for the interdependence in the
choices made by consumers between a large number of commodities. Many
algebraic specifications of demand systems have been developed, including the
linear and quadratic expenditure systems, the Rotterdam model, Translog models
and the Almost Ideal Demand System (AIDS) or its quadratic extension (QUAIDS)
[Barnett, Serletis 2008].

The objective of this study is to estimate the impact of economic factors,
such as the prices and the expenditures, and noneconomic factors, i.e. the
demographic variables, on household demand for eight aggregated food items in
Poland.

The issue analysed in this paper is particularly important in the case of the
situation in Poland, where the single-equation approach to demand analysis
dominates. The use of single-equation models suffers from some shortcomings,
first of all it ignores the cross-equation restrictions implied by the neoclassical
theory of consumer behavior. Following paper presents a struggling attempt to fill
the gap in the literature in regard to system-wide approach to food expenditures in
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Poland. Moreover, it emphasizes the incorporation of demographic variables in the
analysis of food demand, which is very important due to changes demographic
profile of consumers, i.e. the problem of aging society. As far as the author is
concerned such research has not been conducted for the Polish household data.

ECONOMETRIC DEMAND ANALYSIS

The articles written by H. Working in the 1940s and C. Leser in the 1960s
were one of the first papers on econometric demand analysis. Nonetheless, their
significant contribution to the demand analysis was not consistent with the utility
maximization theory. According to this theory, a sample of households behaves as
a representative consumer who maximizes his utility function u(q)subject to the

budget constraint p'q =x where:

q is the vector of food demanded, q=/q,,q,,....q, ] ,

p is the corresponding vector of prices, p=/p,, p,..... p, ]
x is the total expenditures to consume q .

By solving this maximization problem, we obtain a system of #n+1 demand
equations specified as follows (see e.g. [Varian 1992], [Barnett, Serletis 2008]):
q=q(p,x) (M

The solution to the utility maximization problem yields a set of ordinary
demand curves conditional on given prices and income. The system (1) is assumed
to satisfy the theoretical plausibility conditions, especially adding up, homogeneity,
symmetry and negativity' [Edgerton et al. 1996].

Only coherent demand systems allow to model various consumption patterns
and behavior sufficiently, while simultaneously satisfying restrictions given by the
economic theory. Such examples of coherent demand system present the Linear
Expenditure System (LES) [Stone 1954], Transcendental Logarithmic System
[Jorgenson, Lau Stoker 1982], Almost Ideal Demand System and its quadratic
extension [Banks et al. 1997].

In order to illustrate the incorporation of the demographic variables the
AIDS model (Almost Ideal Demand System) is used in this paper. It would also be
reasonable to consider other demand systems such as QUAIDS (Quadratic Almost
Ideal Demand System) and QES (Quadratic Expenditure System), however,

! These conditions represent the basic restrictions imposed on all demand functions

q,=q,(p,x),i=1,2, ., n

— the adding up restriction implies that the budget x is totally used;

— the homogeneity condition requires the demand functions to be homogeneous of degree
zero in both prices and total expenditures;

— the symmetry and negativity restrictions imply that the substitution matrix should be
symmetric and negative semidefinite.



62 Hanna Dudek

estimation difficulties relating to the implementation of nonlinear numerical
procedures, which are characteristic to these models, cause that no such attempt has
been undertaken®. Though, it appears that in order to achieve the objective of this
paper, it is sufficient to use a simpler model such as AIDS.

Apart from its flexibility, the main advantages of the AIDS model are as
follows: first, it allows an exact aggregation among consumers; second, there is a
possibility to estimate a non-linear model; third, it is a popular model because of its
empirical validation. The general specification of the AIDS model is given by
[Deaton, Muellbauer 1980]:

w,=a,+ Y.y, logp, + B log(x/P) ()
=

where:
w, is the expenditure share associated with the ith good, i=1, 2,...,n,

@, is the constant coefficient in the ith share equation,

¥, s the slope coefficient associated with the Jjth good in the ith share equation,
p, is the price of the jih good,

x is the total expenditure on the system of goods given by the following equation:
x= Zn: p.q; , where ¢, is the quantity demanded for the ith good,

i=1

P is the general price index defined by:

n 1 n n
logP =+ alogp, +=3, 2.7, logp;logp, 3)
i=1

=l j=1
In empirical studies, in order to avoid the non-linearity and reduce the multi-
colinearity effects in the model, the equation (3) is often approximated by a Stone
index defined as [Deaton, Muellbauer 1980]:

log P' =3 wlogp, )

i=1
Model AIDS (2) with the price index (4) instead (3) is called LA/AIDS
model’ (Linear Approximation of the Almost Ideal Demand System).

? Considering that eight expenditure groups were taken into account in the paper, the
estimation of nonlinear models using an ordinary personal compute would be extremely
time-consuming.

3 The Stone index is one of a numerous of indices that could be used to define a LA/AIDS
specification. The discussion relating to disadvantages of Stone index can be found in
[Moschini 1995], [Asche, Wessells 1997] and [Barnett, Seck 2008]. Despite various
shortcomings, this index is still applied in empirical researches (see e.g. [Suchecki 2006],
[Regorsek, Erjavec 2007].
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In our empirical estimation the usual theoretical restrictions derived from the
utility maximization and the demand theory are directly imposed into LA/AIDS
parameters. These restrictions are:

Zl:al. = 1,;,6'[ = O,Z;‘j/y. =0 for adding up, (5)
Z ¥, =0 for homogeneity and, (6)
J=1

Y; =7 for symmetry. (7)

According to Green and Alston (1990), elasticities in LA/AIDS can be

b,

expressed as: e, =1+~ for income elasticity and e;: —0; +w, +y,;/w, for
w, '

compensated* (Hicksian) elasticity. The uncompensated (Marshallian) elasticity of
relative expenditures on the commodity i relative to the price of commodity j is

given as: e, =7, +ﬁ— » —_, where Jj is the Kronecker delta taking the value 1

1 1

for i=jand O for i#;j [Dudek 2008].

DEMOGRAPHIC VARIABLES

There are general procedures for taking into account the demographic
variables into classes of demand system [Pollack, Wales 1981; Ray 1983]. If we
denote the originally demand system by w, = f(p,logx), which depends on the
vector of prices p and on the total expenditures x, then:

1) the method known as “demographic scaling” transforms it into
w, =m, - f(p,logx) , where the m’s are scaling parameters, which depend on the

demographic variables [Barten 1964];

2) the procedure named “demographic translating” replaces and translates the
original demand system w, = f(p,logx) into w, =d, + f(p,logx) , where d is a
parameter depending on the vector of demographic variables [Pollak, Wales 1979];

* The economic theory distinguishes two types of demand and thus the elasticities.
Compensated (or Hicksian) elasticity derived from Hicks (compensated) demand, measures
only the substitution effect, i.e. the change in demand due to the change in relative prices if
the effect on real income due to the change in prices is compensated. Marshallian demand
and elasticity considers, however, not only the substitution effect caused by the relative
prices change, but also the income effect arising from the change in real income due to the
change in prices.
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3) the Gorman’s specification proposed a method that replaces the original demand
system in the following: w, =d, +m, - f(p,logx) , where the d’s and the m’s

depend on the demographic variables [Gorman 1976];
4) the “reverse Gorman” specification can be obtained by firstly by translating,
then scaling to yield the following demand system: w, =m, -(d, + f(p, logx)

[Pollak, Wales 1981];
5) the “price scaling” technique replaces the original demand system by

" =f(p, log x J"’ dlog(m(p,z))
m(p,z) dlog p,
vector of demographic variables [Ray 1983].

The procedures mentioned above are general in the sense that they do not
assume a particular form of the original demand system, but can be used in
conjunction with any complete demand system. Arranging these procedures in an
unambiguous ranking is not possible [Pollak, Wales 1981]. First of all, some of
them are not nested. Furthermore, their assessment depends also on the functional
form used to estimate the demand system. Note that the estimation of some
procedures is computationally complex, thus only one relatively simple procedure,
“demographic translating”, was taken into account in this paper.

LA/AIDS models, as originally proposed by Deaton and Muellbauer (1980),
did not consider the demographic variables. However, such variables appear to be
crucial in household survey data, in which economic responses to the price changes
can be considerably influenced by all the sorts of personal or household effects.
The study takes into consideration the “demographic translating” in the LA/AIDS
model by allowing the intercept term of each equation to be a function of the
demographic variables:

w,=d, + Y y,logp, + f3 log(x/ P¥) ®)
Jj=1

, where m(p,z) - the scaling factor, z - the

K
where d, =, + Zakl.zk , K —anumber of demographic variables.
k=1

The term demographic variables here denotes:
J

m;
z, =;‘,]=1,..,K—1, z, =In(m) )

where m; — a number of household members in age group j,
m — a household size (number of household members).
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DATA AND ESTIMATION

The estimation is based on a sample of the household data, derived from the
Polish Household Budget Survey5 conducted by the Central Statistical Office of
Poland annually conducted by the Central Statistical Office of Poland. The data
mostly come from the survey on household monthly expenditures for the years
2001-2004, latest data is not available. Only the set of monthly prices indices was
taken from publication Prices in the National Economy in 2001-2004.

Generally, data derived from National Household Budget Surveys often
causes so-called problem of “zero expenditures” due to the fact that not every
single household adhering to the sample buy at least one commodity from each of
the aggregated groups. The reasons for this phenomenon are following: the
infrequency of the purchase, the seasonality of some products, the self-production
of some commodities, etc. Accordingly, data derived from the household of
employees®, in which the problem of “zero expenditures” was not so significant as
in remaining groups, are only taken into account.

The specific food commodities within the food groups used in the empirical
analysis are: 1) bread and cereals, 2) meat and fish, 3) milk, cheese and eggs, 4)
oils and fats, 5) fruit, 6) vegetables, 7) sugar, jam, honey, chocolate and
confectionery, 8) other food products. For such groups the ratio of households with
“zero expenditures” did not exceed 3%, thus the problem of the censored data was
passed over in this study.

The LA/AIDS model was estimated by the seemingly unrelated regression
(SUR) technique in the STATA version 10 statistical package. The homogeneity
and symmetry restrictions were imposed on the estimated model. To avoid
singularity derived from adding-up constraint in the variance-covariance matrix
one equation was deleted from direct estimation in the demand system. The
parameters’ estimates of this equation were recovered using homogeneity,
symmetry and adding-up conditions.

RESULTS

We considered demand systems with various set of the demographic
variables. In accordance with the statistical criteria, i.e. statistical significance of
parameters, Akaike and Schwarz information criteria, one model with two

> The Household Budget Surveys data are considered superior compared to the available
time-series data for the research because they include detailed demographic characteristics
that allow heterogeneity in preferences across households. Additionally, the large sample
size included in the NBS household survey data allows estimating a relatively large demand
system.

% The number of households of employees participating in the survey in each year was
about 12500.
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demographic variables, i.e ratio number of household members aged 14 years and
over’ and household size, was chosen. Most of the parameter estimates were
significant at the 0,05 significance level. For reasons of space, all detailed results
could not be presented. The complete results are available from the author upon
request. The obtained results® concerning the parameter estimates, standard errors

and the goodness of fit measures are presented in Table 1.

Table 1. Estimation result of LA/AIDS model

Variable
1

7 -0,0575%*
(0,0014)

7 0,0018*
(0,0006)
log(x/P) -0,0310*
g( ) (0,0006)
logp, 0,1083*
&P (0,0351)
logp,  -0.0653*
&p (0,0094)
logps 0,2459*
&P (0,0179)
logp,  -0.2173*
&P (0,0054)
logps 0,0083*
&p (0,0036)
logps  -0.0359*
£p (0,0021)
logp; 0,0130
&P (0,0086)
logpg  -0.0569*
&p (0,0161)
const 0,4288*
(0,0040)

2 0,0680

R ,

2
0,0760*
(0,0021)
-0,0001
(0,0001)
0,0416*
(0,0009)
-0,0653*
(0,0094)
0,5870%
(0,0114)
-0,7930%
(0,0083)
0,4655*
(0,0043)
-0,0193*
(0,0036)
0,0541*
(0,0025)
0,2102%
(0,0050)
-0,0188*
(0,0042)

0,0100
(0,0061)

0,0736

Estimates of parameters in equation:

3 4 5
20,0371*  0,0066*  0,0165*
(0,0013)  (0,0006)  (0,0009)
20,0003 -0,0003  -0,0005%
(0,0003)  (0,0002)  (0,0002)
20,0135%  -0,0059%  0,0046*
(0,0006)  (0,0002)  (0,0004)
0,2459%  -02173*  0,0083*
(0,0179)  (0,0100)  (0,0036)
-0,7930%  0,4655%  -0,0193%
(0,0083)  (0,0043)  (0,0036)
0,8180%  -0,5008*  -0,0686*
0,0160)  (0,0071)  (0,0031)
0,5008%  04775%  0,0578*
(0,0071)  (0,0060)  (0,0015)
-0,0686*  0,0578%  [0,0115%
(0,0031)  (0,0015)  (0,0022)
20,0462% 00121  0,0370%
(0,0019)  (0,0008)  (0,0011)
0,3024%  -03176*  0,0057*
(0,0066)  (0,0042)  (0,0020)
0,0423%  0,0227%  -0,0093*
(0,0082)  (0,0049)  (0,0015)
0,2804%  0,0861*  0,0133*
(0,0038)  (0,0017)  (0,0027)

Goodness of fit
0,1636  0,1865  0,0038

6
0,0223*
(0,0011)
-0,0019%
(0,0005)
0,0051*
(0,0005)
-0,0359*
(0,0021)
0,0541*
(0,0025)
-0,0462*
(0,0019)
0,0121*
(0,0008)
0,0370*
(0,0011)
0,0053*
(0,0014)
-0,0263*
(0,0012)

0,0001
(0,0002)
0,0519*
(0,0034)

0,0269

7
-0,0303*
(0,0009)
0,0010%
(0,0004)
0,0008*
(0,0004)

0,0130*
(0,0086)
-0,2102%
(0,0050)
0,3024*
(0,0066)
-0,3176*
(0,0042)
0,0057*
(0,0020)
-0,0263*
(0,0012)
0,2414*
(0,0048)
-0,0083*
(0,0043)
0,0842%*
(0,0027)

0,0139

8
0,0033*
(0,0006)

0,0003
(0,0002)
0,0684*
(0,0005)
-0,0569*
(0,0161)
-0,0188*
(0,0042))
0,0423*
(0,0082)
0,0227*
(0,0049)
-0,0093*
(0,0015)

0,0001
(0,0002)
-0,0083*
(0,0043)
0,0283*
(0,0088)
0,0453*
(0,0017)

0,0829

Source: the author’s own computations in the STATA statistical package; z; denotes ratio
number of adults, z, — logarithm of household size; standard error in parentheses;
asterisk indicates significance at 0,05; food products are following: 1) bread and
cereals, 2) meat and fish, 3) milk, cheese and eggs, 4) oils and fats, 5) fruit, 6)
vegetables, 7) sugar, jam, honey, chocolate and confectionery, 8) other food

products

7 This is consistent with the OECD equivalence scale in which members of household aged
less than 14 are considered children and members aged 14 and over - adults.
¥ STATA’s sureg command was used for the LA/AIDS estimation.
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The log likelihood ratio test’ and the t-test show that the inclusion
of'a demographic variables was justified. The implication is that various types
of a household, the different composition and the age structure, have an impact on

food demand. Table 2 presents results of total food expenditure elasticities'’.

Table 2. Estimated food expenditure elasticities for chosen types of households"'

One adult One adult + one member aged 14 and over

without Number of children (aged below 14)

children 0 1 2

bread and cereals 0,8508 0,8346 0,8669 0,8586
[0,8442;0,8574]  [0,8273;0,8419]  [0,8610;0,8728]  [0,8529;0,8648]

meat and fish 1,1483 1,1283 1,1583 1,1406
[1,1416;1,1549]  [1,1226:1,1341] [1,1512:1,1654] [1,1343;1,1469]

milk, cheese and eggs 0,9261 0,9189 0,9313 0,9279
[0,9190;0,9331]  [0,9111;0,9266] [0,9247;0,9378]  [0,9211;0,9348]

oils and fats 0,8997 0,9018 0,8884 0,8934
[0,8902;0,9093]  [0,8924;0,9111]  [0,8778;0,8991]  [0,8837;0,9041]

fruit 1,0508 1,0567 1,0636 1,0690
[1,0390;1,0625] [1,0436;1,0699] [1,0489;1,0783] [1,0530;1,0849]

vegetables 1,0317 1,0306 1,0323 1,0357
[1,0217;1,0417]  [1,0210;1,0402] [1,0222:1,0425] [1,0245;1,0470]

sugar, jam, honey, chocolate 1,0011 1,0013 1,0010 1,0011
and confectionery [0,9889;1,0134]  [0,9874;1,0402]  [0,9904;1,0116]  [0,9898;1,0123]

other food products 0,8976 0,8952 0,8784 0,8885
[0,8841;0,9111]  [0,8814:0,9090] [0,8623:0,8944]  [0,8738:0,9032]

Source: the author’s own computations in the STATA statistical package. The values
included in parentheses arec the confidential intervals (95%) of the food

expenditure elasticities

The results presented in Table 2 reveal that all the food groups are fairly
sensitive to the food expenditure changes. Moreover, the elasticities can vary
according to the different demographic profiles that exist in the population'?.

The study has found some differences in the elasticity estimates for various

demographic types of household. For example, the elasticity of meat and fish for
households with two adults significantly differs from other considered types —

? The null hypothesis of overall absence of demographic effects is strongly rejected —
LR=4433 and critical value y*(0,05;14) =24 .

' For reasons of space, results of the price elasticities are not presented.
' All elasticities are evaluated at group’s means.

12yt should be noted that the demand for food in Poland, apart from demographic attributes
of households, probably depends on other numerous relevant attributes of households such
as, for example place of living, educational attainments and occupation of his members.
The impact of such features on food demand in Poland can form a subject of research in the
future.
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households consisted of: a single person and two adults with one child or two
children.

CONCLUDING REMARKS

The demographic variables played a major role in the analysis of the
household budget data. Instead of assuming that all the households in the sample
have identical tastes, only those with the same demographic profiles are assumed to
have the same demand functions. The household size and its composition have
been used as the demographic variables in demand studies, although seldom in the
context of complete system of demand equations. In this study, we used the
“demographic translation” procedure to incorporate demographic variables into the
demand system. This procedure allows to explain the heterogeneous nature in the
household consumption patterns.

Eventually, the results provide more insight for the understanding of the
household consumption habits in Poland. It can be valuable for marketing
strategies because a strong segmentation among households provides a more
comprehensive picture of the food expenditures. In conclusion, this study indicates
that the changing demographic profile of consumers in Poland has had a significant
impact on food demand.
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Abstract. In our paper, a stochastic model of forecasting of the number
of firms of a given type, acting on the market in a given year, is proposed.
The model uses the probabilistic tools of the theory of branching processes.
Our approach is an alternative method to the forecasting methods proposed
so far, including those based on time series. The theoretical results presented
in the paper may be applied in the forecasting of the market position of the
firms of a given sector.
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INTRODUCTION

Forecasting of the number of firms - preliminaries

The forecasting of economic events belongs to the most important tasks of
contemporary econometrics. Accurate econometric predictions help the company
management and governmental authorities in taking good finacial decisions and
solutions. A lot of methods of financial forecasting have been worked out so far
(see [Cieslak 2001], [Gajek and Katluszka 1999] and [Harvey 1989] among others).
In our paper, we propose a new approach to this topic. It is based on the
probabilistic model, while the starting point for the earlier proposed methods was
an appropriate econometric function or some time series model. A probabilistic
treatment of the problem of forecasting of economic phenomena is possible, if,
except for the realizations of the random process, something is also known about
the elements, which generate this process. In some stages of the construction of our
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forecasting model we also use some econometric models, but we avoid the
situation, when some equalities appear a priori, without any explanation. The
important features of our approach are the following: 1) it gives the possibility of
economic interpretation of the obtained parameters, 2) it enables to look at the
problems of economic forecasting from a different point of view than the methods
proposed so far.

Analysis of the dynamics of the number of firms may be useful in evaluation of the
current situation on the labour market, as well as in forecasting of its development
in the future. The decrease in the dynamics of the number of firms may be caused
by: too high taxes, strong market competition, bureaucracy, unclear law or
financial regulations, lack of development plan or financial liquidity of firms,
unsettled political situation. On the other hand, an increase in the dynamics of the
number of firms may be caused by: the growing share of the private sector in the
economy structure, an increase of export, an increase of activity of local
communities. Such a variety of factors, which slow down or stimulate the process
of creation of a new firm makes the forecasting of the number of firms fairly
difficult.

There are not many publications concerning the issue of forecasting of the number
of firms. One of a few exceptions is the paper of [Chybalski], which is devoted to
the forecasting of the number of small and medium-sized enterprises in Poland.

In our work, we propose the model based on the generalization of the so-called
branching processes. The definitions of the branching process and their certain
generalization are given in section 2 of our paper. This section contains also the
definition of generating function, as some properties of generating functions will be
applied in constructing of our model. In section 3, we present the main goals of our
investigations, as well as the proposed model of forecasting of the number of firms.
In section 4, we describe the estimation procedure applied in the estimation of the
parameters of our model and present the results of the forecasts obtained with the
use of this model. In section 5, we compare these results with the results of
predictions received by applying of some other time series models; our final
conclusions are also included here.

BRANCHING PROCESSES AND GENERATING FUNCTIONS

Let us consider the following population. Suppose that at the beginning
(time 0) it has ¢ elements (individuals) and each element changes into the new
element (or elements), so at time n we have the »th generation of elements. We
assume that, for every n, the individuals from the nth generation change
independently into the new individuals - called descendants - and these new
individuals form the generation numbered by 7 +1. In addition, we assume that the
individual disappears, if it has no offspring in the subsequent generation. Let us
define the random variables (r.v.’s) Y, and &, as follows: Y, - the number of
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individuals in the 7 th generation, ¥, =c, and &, - the number of descendants of
the ith individual from the 7 th generation, i=1,2,...,Y . We assume that {£, :
i=12,.,Y ; n=1,2,.} are independent, identically distributed (i.i.d.) r.v.'s, and

Vi,n P(&,=j)=b :»J=0,1,..., where b, - the probability that the individual
will change into j descendants (in particular, b, denotes the probability that the

individual will have no offspring and disappear). Then, the number of individuals

yﬂ
in the generation n+1 is givenby y = 2 & 1Y, >0,
n+ i=1
0, ifY, =0.
We call (Y,);_, the standard Bienayme-Galton-Watson process. It describes the

development of descendents of ¢ ancestors. We assume here that the individuals
change into the new ones independently of each other and, for any n, i, the r.v.'s
&, are independent r.v.'s from a certain common distribution.

It seems that branching processes have not been widely used in economic studies
so far. We partly try to fill this gap and show that a certain generalization of the
Bienayme-Galton-Watson branching process may be wuseful in economic
forecasting.

We now introduce some generalization of the metioned branching process. Let us
allow the situation, when the individual may exist longer than one unit of time and
that it can have descendants at the different moments in time. Then, Y, - the
number of individuals at the moment # (in the 7 th generation) - is given by

n

Y, = Z 1k, where fnk - the number of individuals in the 7 th year existing from
k=0
k years. Furthermore, the number of new individuals in the generation numbered

Y,
by n+1 is described by f° = Z £, » and the number of all individuals in this
i=1

n+l

Yﬂ
generation is expressed by y = z fE +> &, - Inorder to find the distribution
k=1 i=1

of the random variable Y, the so-called generating function may be used. It is
defined as follows: Suppose that X is a discrete random variable with the values
in the set of natural numbers. Then, the funcion 7', defined on the interval [-1;1],

by T(s)= i P( X = r)s’ for ‘s‘ <1 is called the generating function of X . Clearly,
r=0

oo =)

T()=> P(X=r)=land T'(1)=> rP(X =r)=EX. )

r=0 r=0
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The properties in (1) will be used in further parts of our paper. For some more
informations on the issue of branching processes and their applications, we refer to
[Dawidowicz et al. 1995], [Epps 1996] and [Haccou et al. 2005].

FORMULATION OF THE PROBLEM AND THE PROPOSED MODEL

Our goals and empirical data

Our main purpose was to propose the model, which enables to forecast the

number of firms. In our considerations we restricted ourselves to the firms of the
building sector from the area of the Masovia Province (the Masovian Voivodeship)
in Poland. We had the following two reasons for making such a choice:
1) the dynamics of development of the firms from the building sector is sensitive to
the changes of both economical and political situation, 2) the Masovia Province
belongs to the regions in Poland with the largest number of building companies.
We carried out our forecasts for the years 2008 and 2009.
Our database consisted of the informations concerning the number of building
companies from the Masovia Province, registered in the National Court Register
(Krajowy Rejestr Sqdowy - KRS) in the period 2001-2009. These informations
included the date of registration of the firm in the KRS and the date of declaring
bankruptcy. The empirical data are collected in the following table:

Table 1. The numbers of firms and their bankruptcies in the period 2001-2009
(the data marked by " include the number of firms established before 2001)

The year of The number of firms,
registration of The number of firms which declared The total number of
the firm at the end of 2009 bankruptcy before firms
the end of 2009

2001 205" 24 739
2002 2527 78 230
2003 129 14 23
2004 144 9 153
2005 37 1 33
2006 24 0 Y
2007 45 I e
2008 44 0 )
2009 36 0 36

More formally, the purposes of our paper may by described as follows:
Let Y, - the number of building firms from the area of the Masovia Province in the

nth year. Our main goal was to estimate E (Yn) for n>t, by the use of the
historical data from the years 0,1,...,t , where E (Yn) - the expected number of

building companies in the Masovia Province in the nth year. We carried out the
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forecasts for the years 2008 and 2009 by applying of the historical data from the
period 2001-2007. Thus, in our considerations: n =0 denoted the year 2001,
n =1 the year 2002, ..., n =t = 6 the year 2007, and n >t (i.e., n =7,8) denoted
the forecasting years 2008, 2009. After calculating (by means of our model) the
forecasts of the number of firms for the years 2008 and 2009, we compared these
forecasts with the real numbers of firms in those years and with the forecasts
obtained by means of some other time series models. We also calculated the
relative errors of our forecasts and the forecasts obtained for the other models.

The proposed model of the number of firms

Let: Y, - the number of firms on the market in the nth year, fnk - the

number of firms in the 7 th year existing from k years, k >0 (in particular, .’ -

n

the number of new firms in the 7 th year). Obviously, we have ¥, = Z fnk and
k=0

E(Z):gE(ff):E(ﬂ?FZE(ff) 5

We made the following two complementary assumptions in our investigations:
1) establishing of a new firm may be connected with the existence of some other
stable firms in the past (by stable firms we mean the firms existing from at least
two years), 2) establishing of a new firm may be caused by some other reasons than
the existence of the other firms in the previous years (the reasons for the creation of
a new firm may be connected, for example, with the growth of demand for services
of a certain type, with the development of high technologies, with the
environmental changes, with the changes in law, etc.).

The assumptions above may be described by introducing the following notations:

g,]f (k =2,...,n) - the number of new firms in the 7 th year, the creation of which

was connected with the existence of firms existing from k—1 years in the year
n—1, @, - the number of new firms in the » th year, the creation of which was not

connected with the existence of firms in the year n—1. Clearly, we have

fno :Zgrl: +¢n’ and
k=2

n

E(£))=Y Elg)+ Elp,) 3)

k=2

Our goal now is to derive the formula for £ ( fno) in terms of £, k=1,...,n.

Due to (3), in order to do it, we need to obtain the formulas for £ (g}/; ), E (¢, )
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Denote by &, the number of new firms in the 7 th year, the creation of which was

connected with the existence of the ith firm among the firms existing from & —1
years in the year n—1. We assume that {fi,m} are iid. and

Vi,k,n P(&E,, = j)= bj,j =0,1,..., where bj - the probability that the number

of new firms in the nth year, the creation of which was connected with the
existence of the ith firm among the firms existing from k—1 years in the year

k l

n—1 is equal to j.Itis clear that gn th,m Let: B - the generating function

i=1

ofther.v.'s &, , G, - the generating function of the r.v. gk Then, the conditional

generating function of the r.v. gf given the event f _, =r is given by

oo

Gt (x |5 = r)= ZP(gf =il fr= r)xi = [é(x)]r, since, under such

i=0

conditioning, g, is the sum of 7 iid. r.v.'s &, with a common generating

function B . The derived formula for G! (x | [ = r) implies that

=ZG,’: (v1 755 = (s =r)=Z[é(x)]”P =)= P (BR) @)

where F"' - the generating function of f*'.

In view of (4) and the properties of generating functions in (1), we obtain
Beh) = (64 (). = (7 BW). = (B ) (75 60)) - o] (75 0)
= B()E(;5) = bE(f)5"), whereb = E(&;,) Z]b ),
Our next task is to derive the formula for £ ((on ) Observe that assuming

Vn P(% =r| f,,o,l = q): et @,Wherea is a certain parameter, 6)
r!

we have E (q)n | £ =q ): oq , which implies that

Elp,)= iE o, 1120 =a)Plr =)= ai aP(f0 =a)=aE (/). (D)
q=0 9=0

The relations in (3), (5) and (7) yield
E(f))= ZbE( B, ®)
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Thus, in view of (2), in order to find the recursive formula for £ (Yn), we need to

derive the recursive formula for £ ( ik ), where k=1 Let us introduce the
following notations:
hf - the number of firms that declared bankruptcy in the 7 th year, for which it

was the kth year of activity, p, , - the probability that the firm existing from

k —1 years will declare bankruptcy in the k& th year of its activity.

Assuming that the probabilities of bankruptcy of the firms in the kth year of
activity are identical for all these firms and the events of bankruptcy of the firms
are independent, we may write that

n PO =r| 15 =)= pi (1= P ©
Therefore, E(hk | £ —q) qp,_, and

E(hrl:):ZE(hrlt{|ﬁ1k—_11:‘1) o= ) pklzqf(fn—l = ) Pk—lE{fnk-_ll). (10)
q=0

Due to the identity f* = £*'—h* for k>1, and the relation in (10), we have

BfH=E(fH-BH)=Ef,5) - py 1E(fnk—11) Pk—1)E(fnl:1)> ifk21. (11
By (2), (8) and (11), we conclude that
E(Yn):Z(b'i'l_pk—l)E(fnl) (a'i'l_po)E(fnl) (12)

k=2

where p = E g o Z ]b and ¢ is such as in (6).
Jj=0

The recursive formula in (12), obtained with the use of (6), (9), establishes our
model, which enables to estimate the expected number of firms in the # th year.

In the next part of our paper, we will estimate (by the use of the data from
Table 1) the parameters of the model in (12), as well as we will present the results
of the predictions of the number of building firms in the Masovia Province for the
years of 2008 and 2009.

ESTIMATION OF THE MODEL PARAMETERS AND THE RESULTS
OF FORECASTS

The table below presents the numbers of firms registered in the KRS, which
declared bankruptcy in the subsequent years:
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Table 2. The numbers of firms, which declared bankruptcy

The year of registration | '01 '02 '03 '04 '05 '06 '07 '08 '09

The year of bankruptcy
'10 0 1 0 0 0 0 0 0 0
'09 0 3 0 1 0 0 1 0 0
'08 1 7 3 0 1 0 0 0 0
'07 4 2 2 3 0 0 0 0 0
'06 1 3 1 2 0 0 0 0 0
'05 4 3 2 0 0 0 0 0 0
'04 2 1 2 3 0 0 0 0 0
'03 5 6 4 0 0 0 0 0 0
'02 7 2 0 0 0 0 0 0 0

As we have already mentioned, in order to estimate our model (12), we used
as the historical data (, = 0,1,.., ¢, t is the current time) the data from the period
2001-2007 (thus,n = 0,..., ¢,# = 6 ). After we had estimated the parameters of our
model, we calculated the forecasts of the number of firms for the years 2008 and
2009 (n =7,8). At the beginning, we put 1k for £ ( 75 for our historical data.

The values of £ for our historical data (n=0,.,6 ) wereas follows:

Table 3. The values of fnk for the historical data from the period 2001-2007

1o =229 - - - - - -
=218 | fl =222 - - - - -
f=139 | fy =272 | f) =217 - - - -
f=150 | £l =137 | fi=271 | f) =215 - - -
fl=38 | fi=150 | f7=135 | =268 | £} =211 - -
fo=24 | =38 | fi=148 | f7 =134 | f=265 | fJ =210 -
1O =46 fl=24 fE=38 | fo=145 | fl=132 | f) =263 f66 =206

We used the data in Table 3 to estimate p, , - the probability that the firm
existing from k-1 years will declare bankruptcy in the kth year of its activity.
Since, for any ;= k,.., ¢; ¢t = 6, each quantity ,*/r*-' is (on the condition that

the xth year of the firm activity is the ith year among the considered years) a

natural estimate of ,  ,weputfor 5  the average value of these quantities, i.e.,
~ 1 6 ko gkl 1 6 k , phk-1

- eyt s — L-fr1f, 13

Pia 6—k+lzi=k i 1 Ji-1 6—k+lzi=k( fi 1 fis ) (13)

The values of Py, obtained from (13) for k= 1,2,...,6, were as follows:

0,01109; 0,01083; 0,01199; 0,01491; 0,00614; 0,01905, respectively. It is obvious that, if
we estimate p, =~ according to the scheme given above, we can estimate p,_, only
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for k <t , where ¢ = 6 1is the current time. There is no method, which enables to
estimate p, , for k >¢+1 only with the use of the historical data. For this reason,

we assumed that the position of the firm existsting for s = ¢ years is so stable that
it seemed reasonable to make the additional condition p, , = p, for k —1>2¢=6.

Thus, in our considerations, we made the assumption p, , = ps for k-1>6.
After we had estimated p,_,, we estimated the parameters b, & of the model

(12). Observe that b, o are also the parameters in the equation (8):
E(f) = bzzzzE(fn"_‘]l)+ aE(fL,). Therefore, in order to estimate b and «, we
applied the following model of multiple regression

fno =bx,, +0x,, +€,,where : x,, = z::2 fnk—_ll’XZ,n = fn0—1~ (14)

By using of the historical data, we obtained the following input data for the
estimation of the parameters b and & of the regression function (14)

Table 4. The empirical data for estimation of the regression function (14)

Rok fa D Xy, = Sl
'03 (n=2) 139 = £, 222 = f 278 =
'04 (n = 3) 150 = £ 489 = f + £ 139 = f)
05 (n = 4) 38 =1 623 =1+ f7+ [ 150 = f;
06 (n = 5) 24=f) 164 = fi + L+ S+ 1) 38=f,
‘07 (n=16) 46:f60 795:f51+f52+f53+f54+f55 24:f50

By applying of the data from Table 4, we obtained (by the method of least
squares) the following estimates for the parameters b and & of the regression
function in (14): 5 = 0,025 , @ = 0,4986 , where the coefficient of determination

and the adjusted coefficient of determination were equal to: R? =0,83,
R*adj = 0,72 .

Thus, since p, , = p; for k—1=6, we obtained - by the model in (12) - the
following predicted value of the number of firms in 2008 (n=7)

7~ A _ A A
E(Y7)=Zk=2(b+1—pk_l)f6k L (G+1-po)fd = 884,11
In order to estimate the number of firms in 2009 (n =28 ), we needed to
obtain the estimates for f70. By (14), we calculated that

~ ~ 6 R N A
17 :bzkzl f&+af{ =43,2406. Next, we calculated £, - £, from (11). The

results were as follows: The values of ﬂ‘ for k = 1,2,...,7 were: 45,49; 23,74,
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37,54; 142,84; 131,18; 257,99; 202,08. By applying of the estimates for 7', and
the assumption p, = p,, for k-1>6, we received the following predicted

values of the number of firms in the year 2009 (n =8)

E(Y)= Zi:2(1§+1—pk_1)f7"‘1 +(@+1-py )2 =912,84.

MODEL ASSESSMENT AND FINAL CONCLUSIONS

Below, we present the predicted numbers of building firms from the
Masovia Province, obtained with the use of our model and the five chosen time
series models (the real numbers of firms are given in parantheses), together with
the relative errors of all the forecasts (for the details concerning the chosen models
see [Gajek and Katuszka 1999] and [Harvey 1989]):

Table 5. The predicted numbers of firms in 2008 and 2009

Model Forecasts'08 and '09 Relative errors of forecasts
The proposed model 884,11 (868), 912,84 (916) 1,86%, -0,34%
Linear trend 1022,3 (868), 1129,4 (916) 17,78%, 23,3%
Quadrating trend 793,89 (868), 729,19 (916) -8,54%, -20,39%
Moving average of rank 2 804,5 (868), 814,75 (916) -7,32%, -11,05%
Holt's model 920,63 (868), 1015,48 (916) 6,06%, 10,86%
Structural TS model 866,88 (868), 908,76 (916) -0,13%, -0,79%

We conclude that: 1) in the case of forecasts for the year 2008, the only
model, for which the relative error of prediction was smaller than the relative error
of forecast obtained with the use of the proposed model was the Structural TS
model, 2) the results of forecasts for the year 2009 show that in this case, the
relative error of forecast obtained with the use of our model was the smallest of all
the calculated errors. The established model may be applied not only to forecast the
number of firms. For example, if we add to our data concerning the firms, the
informations on the numbers of employees or the paid tax amounts, we may
construct models, which enable to forecast the rate of employment or the potential
tax revenues to the budget. The results of our predictions seem to be promising and
show that the models based on a certain generalization of branching processes may
become an interesing alternative for the models so far applied in economic
forecasting.
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Abstract: The most widely used estimator for the Value-at-Risk is the
corresponding order statistic. It relies on a single historic observation date,
therefore it can exhibit high variability and provides little information about
the distribution of losses around the tail. In this paper we purpose to replace
this estimator of VaR by an appropriately chosen estimator of the Expected
Shortfall. We also consider the Harrel-Davis estimator of VaR and give some
comparative analysis among these estimators.
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INTRODUCTION

Risk measures appeared as a response to the necessity of quantifying the risk
of potential losses on some asset, or a portfolio of assets. Among them Value-at-
Risk (VaR) has become a standard risk measure for financial risk management due
to its conceptual simplicity, easy of computation, and ready applications.

Most banks calculate daily 99% confidence interval VaR figures. To do this
they look at a discrete distribution of simulated revenues. VaR at the 99%
confidence level is estimated, for example, by the 14th worst loss across 1305 daily
observations from Syr historical data. It relies on a single historic observation date
and therefore can exhibit high variability. This both reduces its efficiency and
provides little information about the distribution of losses around the tail.

The process of risk management requires not only estimating the VaR but
also examining the sensitivity of its positions comprising the portfolio. Taking a
single order statistic such asthe 14th worse loss may be inadequate for this
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purpose. Computing a weighted average of the dates in the tail will produce more
robust risk analysis. The use of quantile estimators ensures a more stable and
accurate measure of tail losses and regulatory capital requirement.

This paper offers a coherent estimate for VaR and makes no distributional
assumptions whatsoever in doing so. One of the major limitations of VaR, and it
has been severely criticized through the crisis for not being additive. Using HD as
an estimator for Var solves this problem, while still managing to keep VaR as a risk
measure, which is a hard requirement by regulations and Basel rules for capital
calculations. In our opinion, using the HD estimator solves the problem of VaR not
being coherent, while at the same time adheres to Basel rules by keeping VaR for
capital calculation.

VaR AS RISK MEASURE

Current regulations from finance (Basle II) or insurance (Solvency II)
business formulates risk and capital requirements in terms of quantile based
measures (see, e.g., Dowd and Blake 2006). The upper quantile of the loss
distribution is called Value-at-Risk (VaR). In other words, VaR is defined as the
maximum potential loss in value of a portfolio over a given holding period within a
fixed confidence level: the riskier the portfolio, the larger are the minimal losses
during the holding period and for a certain probability level.

More formally, given a random variable Y and a probability level & € (0,1)

denote by O(Y,«) the & -quantile , i.e.,
O, 0)=inf{ye R,PYZy)>a} = Fyf1 (@) , where “minus one” denotes the
right-continuous generalized inverse of the cumulative distribution function F.
Recall that in the Gaussian model Y = N(u,02),0(Y,0) = u + u,o .

For a confidence level aze (0,1) the Value-at-Risk at level & for log-returns
X is defined as

VaR(X,o)=0(-X,) .

There are some conceptual problems with VaR , an important one is that the
Value-at-Risk disregards any loss beyond the VaR level, also called the problem
“of the tail risk”. As mentioned in [Artzner et al. 1999], VaR has major drawback

by not being coherent. By a coherent risk measure [Artzner et al. 1999] mean any
real-valued function 0 of real-valued random variables X, which models the losses,

and with the following characteristics:
e X2Y= p(X)ZLp(¥)as. (Monotonicity)
o pX+Y)Sp(X)+p(Y) (Subadditivity)
o o(AX)=Ap(X) (Positive homogeneity)
o o X+A)=p(X)-4 (Translation equivariance).
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The Value-at-Risk does not meet subadditivity in some cases. For a
counter-example see, e.g., (Dowd and Blake 20006).
In response to a coherent equivalent to VaR, a series of VaR-related risk measures
were proposed. Among them the Expected Shortfall as an alternative to VaR is
mentioned [Rockafeller and Uryasev, 2000].
The Expected Shortfall [Acherbi and Tasche, 2002] at level ¢ is defined as
ES(X,a)= E(-X|- X >VaR(X,)).
It equals the conditional expected loss given that it exceeds VaR(X,«), and is also
called Tail Value-at-Risk by [Artzner et al.1999], Conditional Tail Expectation
[Wirch and Hardy, 1999], or Conditional Value-at-Risk [Rockafeller and Uryasev,
2000]. An alternative definition of ES is the mean of the tail distribution of the VaR
losses.

EMPIRICAL ESTIMATORS FOR VaR AND ES

Let X, X pysreos X (pnasips X (quagyr--X 20 X1y denote the log-returns of a

portfolio in the sample period arranged in increasing order. Then, for a sample
large enough, the estimator of VaR(X,x), at a given level of confidence will be

the statistics X 0

no+l

) - Similarly,

+X(2)
[na+1]

+...+X[

no+l]

. X(l)
EstimateES(X,x) =

The estimator of VaR(X,a), as the corresponding sample statistic, has the

advantage of simplicity and no specific distributional assumption. It is an unbiased
estimator, but neither efficient, nor consistent. The above mentioned estimator for
the Expected Shortfall, is an unbiased, efficient and consistent estimator.

ESTIMATING VAR USING ES

A different way to estimate the 99% percentile of the distribution is to use an
Expected Shortfall approach. As we are not looking at 99% ES, but estimating the
VaR percentile using ES, we need to determine the confidence level for which ES is
equivalent to a 99% VaR. This approach has no closed solution and the equivalent
confidence interval is dependent on the distribution assumptions of the underlying
losses.
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Assuming the losses are Normally Distributed

Let: X ~ N(0,1) and recall the corresponding cumulative distribution
function, and density, respectively:

1 s
F(x)=ﬂ:|;e dy
f@=—A—e?  VaRr,(X)=—F"(p)

NP

In this case the Expected Shortfall has the following form:
1

ES(X,p)= E[X|X <VaR, |=Elx< VaRr, |- PRV )
= P

VaR,

1

1 = .
[ 100y gmy=1lar,) =

The problem is to find a probability p for which ES, =VaR,,. Since this

problem has no closed solution, we have to find a numerical one. The numerical
solution p for a N(0,1) distribution is then applied to our discrete distribution, in
order to find the number of the worst observations we need to use for the

ES  calculation. The numerical solutionis  p =94.72%. 13

If the empirical distribution of our losses has fatter tails than that of the
normal distribution, then the actual confidence interval for using ES as an estimate
for VaR will be lower than the one used for the normal distribution. Hence the ES
using the ‘actual’ confidence interval is lower than that calculated by using the
Gaussian distribution, and hence empirical VaR(99%) is lower than ES(94.72%).
Most studies show that financial time series exhibit fat tail, hence using the normal
distribution confidence interval is conservative whenever we have a fat tail.

Examples of other distributions: t-student distribution

Under the assumption that the losses follow a t-student distribution, we have
that the equivalent confidence interval x, (ES(x%) = VaR(99%)) is lower than
94.72%, the confidence interval for the normal distribution. The confidence level x
converges towards 94.72% as the degrees of freedom increase, as expected,
because the f-student distribution converges in distribution to the Gaussian one as
the degrees of freedom approach infinity.

13 Notation: Let N be the total number of observations in our historical window.
Number of worst historical observations to be used for ES calculation equals int(N(1- p))+1.
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Even though, the family of #-student distributions has fatter tails than normal
distribution does, it would be unrealistic to assume that the loss distribution follows
a t-student distribution. It is widely accepted that empirical loss distribution varies
significantly depending on the positions in the portfolio and hence one cannot
make reasonable assumptions that it follows a certain t-student distribution with a
specific degree of freedom.

Table 1. Confidence intervals vs. degrees of freedom for t-student distributions

Confidence interval X such that
Degrees of freedom ES(X%) = VaR(99%)
1.1 86.1%
1.5 94.2%
2 96.0%
3 96.7%
4 96.9%
5 97.0%
8 97.2%
15 97.3%
50 97.4%
200 97.4%
1000 97.4%

Source: own calculations
ESTIMATING VAR USING THE HARELL-DAVIS ESTIMATOR

The Harrel-Davis quantile estimator was proposed by [Harrell and Davis,
1982]. It makes no assumptions about the underlying loss distribution (just that the
observations are i.i.d). It is in general close to an ES measure, just that the weights
are not a step function, but given by a beta function. The Harrel-Davis estimator is
in essence the bootstrap estimator of the expected value of the (n+1)p-th order
statistic, with p - the quantile and » the sample size. It is based on the fact that as
the sample size increases, the expected value of the (n+1)p-th order statistic
converges to the p quantile. Another advantage of using the HD estimator is that it
gives confidence intervals regarding how good the VaR estimator is. The Harrel-
Davis estimators are defined as follows:

HD, = Zkak with

k=1
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1 kin

_ (n+1)p-1 (n+1)(1-p)-1 _
w, = y (I-y») dy =
‘ ﬂ{(n+1)p,(n+1><1—p)}(k_!)/,,

= [k/n {(I’l + l)p, (I’l + 1)(1 - p)} - [(k—l)/n {(}'l + 1)p, (}'l + 1)(1 - p)}
where 1, {(n+1)p,(n+1)(1—-p)} isthe incomplete beta function.

Figure 1 plots the HD weights for estimating the 0.99 quantile from a sample
of 1305 observations. Note that unlike the 14™ worse loss estimator, which places
the total weight on the 1292th order statistic in this case, the HD estimator
distributes the weights among a range of order statistics. It is worth noting that the
weights depend only on the sample size and on the quantile.

Figurel.The weights of the HD estimator for p=0.99 and N=1305
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Source: own calculations

In what follows we calculate the VaR(99%) estimates for some major stock
indices, using 1305 daily observations from Syr historical data taken from
Bloomberg data services. The estimates in Table 2 represent VaR numbers as a
percentage loss of the entire portfolio if we are to hold it entirely in the respective
stock / index. The estimates ES(94.7%) are the numbers using the ES as an
estimate, the 14th worse loss represents the actual VaR number when we have 5
years history of observations which is 1305 data points as relative returns, and in
this case VaR(99%) is the 14™ worse loss of the empirical distribution, while HD is
the VaR estimate using the Harell-Davis estimator.
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Table 2. VaR(99%) estimates by ES(94.7%), 14™ worse loss and HD
ES(94.7%) 5179 503% 591% 4,42% 547% 2,50% 457% 4,36% 534% 593% 475% 500% 3,20%
Tathworseloss 5 150 5379 535% 431% 519% 2,36% 472% 373% 4:89% 561% 4,58% 4,75%  3,32%
HDBstimate 51400 5349 575% 445% 539% 243% 474% 396% 516% 6,06% 4,76% 4,.93% 3,35%
CFG2

Stock Indices AEX ATG ATX BFX BGLI BHSE BMV BSI BUX BVSP

Source: own calculations

The stock indices in Table 2 have the following description:

CAC

CcCsl

5

AEX Amsterdam Exchanges Index
ATG Athens General Composite
ATX Austrian Traded Index

BFX BEL 20 Index

BGLI Bulgarian Index (WDR Sofia 30)
BHSE Bahrain All Share Index
BMV IPC General Index

BSI Beirut Stock Index

BUX Budapest S.E. Index

BVSP Bovespa Index

CAC CAC 40 Index

CCSI Egyptian Stock Index
CFG25 Casablanca 25

The following figure represents graphically table 2. Here ETL stands for
Expected Tail Loss, another term for £S. From this diagram one can observe that,
as was mentioned above, the 14™ worse loss underestimates the Value-at-Risk ,
while £S5(94.7%) and HD agree quite well as estimators, mainly due to sample size
of observed data and to the asymptotic normality of the underlying statistics for
calculating Expected Shortfall.
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Figure 2. Graphical representation of Table 2
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Source: own calculations
CONCLUSIONS

VaR as risk measure together with the corresponding sample statistic as
empirical quantile estimator are widely used in the financial risk management, due
to their conceptual simplicity, easy of computation and using no specific
distributional assumption. At the same time, VaR suffers major drawback not
taking into account the losses beyond the VaR level, on one hand, and not being
coherent, on another hand. Also, taking a single order statistic as estimator, it can
exhibit high variability. Expected Shortfall avoids these shortcomings and the
(uniform) average of data in the tail gives a more stable and accurate estimate of

the tail losses. In this paper, for given a, we solve the equation ES, =VaR, to

find the confidence level p with the aim to replace the [na+1] sample statistic by
the uniformly averaged data from the tail as estimator for YaR at the a confidence
level. We also discuss the Harell-Davis estimators as beta-averaged data from the
tail and give some comparative analysis of these three estimators. Using HD as an
estimator for Var solves the problem of VaR not being coherent, while at the same
time adheres to Basel rules by keeping VaR for capital calculation.
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Abstract: The work relates to changes of the eggs prices in European Union
member states since 2004 to 2010. The analysis is based on annually,
monthly and weekly average eggs prices. Correspondence analysis is applied
to analyze the direction and structure of the changes with reference to all
considered states. The unexpected and violent price changes are captured
with respect to particular states. Moreover in the reference to chosen states,
the model of structural time series analysis is applied to show the price
changes in a more detail.

Keywords: Correspondence analysis, Correlation, Dendrogram, Structural
time series models.

INTRODUCTION

The work relates to changes of eggs prices in European Union Member
States. The prices are collected since 2004 to 2010. The source of the data is the
website of Ministry of Agriculture and Rural Development. The principal of the
work is to reflect the structure of the price changes in the states.

The problem is the observed price series is multidimensional, as we have 27
states. If any stochastic statistical time series model had been used, the variance-
covariance matrix with over 300 various elements would have to be estimated. The
length of the collected time series isn’t greater than 65 and the task is not feasible.
Thus it seems reasonable to use one of the explanatory multidimensional technique
and the correspondence analysis is applied in the work.

The bottom line of the work is to compare relative prices, because the mean
level of each price series strongly depends on the state. An example of annually
averaged eggs prices in two states (in Belgium and Denmark) is given in table 1.
The prices are given in EURO/100kg.
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Table 1. Annually averaged prices in Denmark and in Belgium

Year 2004 2005 2006 2007 2008 2009
Denmark 136 133 137 142 158 173
Belgium 61 65 77 93 93 103

The prices in Belgium are considerably less than in Denmark in the given
consecutive years. The difference is influenced by many factors, which are difficult
to capturing and thus the idea of relative prices raised.

DYNAMICS OF ANNUAL CHANGES

General insight in the dynamics of the eggs prices is given in the chapter.
The clue is the form of the data given in table 2. The rows of the table consist of
the distributions of eggs prices over a period of six years in European Union
Member States. Such rows are called row profiles in correspondence analysis.

Table 2. Relative eggs prices over a period of six years.

Year 2004 2005 2006 2007 2008 2009
Belgium 12% 13% 16% 19% 19% 21%
Czech Republic 15% 14% 15% 18% 20% 19%
Denmark 15% 15% 16% 16% 18% 20%
EU 14% 14% 16% 18% 19% 20%
Mean 15% 14% 15% 17% 19% 19%

The mean profile consists of column averages. It’s close to European Union
profile. Thus it represents the average eggs prices in Europe. The distance between
two profiles is measured relatively to the mean profile. An example of the
Belgium-Denmark distance is calculated as follows

\/(0.12 -0.15)° 4 (0.13-0.15)° bt (0.21-0.20)°

0.15 0.14 0.19
The distance is a weighted Euclidean distance. It measures difference between two
profiles relative to mean eggs prices in European Union. Large distance between
the state profile and the mean profile represents dynamically changing eggs prices
in the state. Relatively similar changes of eggs prices in two states imply small
distance. The distances between all states can be represented graphically in so

called symmetric map (figure 1).
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Figure 1. Symmetric map for annually averaged eggs prices
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The point which represents the European Union profile is close to the origin. The
origin represents the mean profile. Arrangement of the points for Italy,
Netherlands, Portugal and France suggests that its profiles, that is the distributions
of annually averaged eggs prices are close to each other. But it's not the case of
Latvia. It's point is far from the origin.

Table 3. Relative eggs prices in Latvia

R2004 R2005 R2006 R2007 R2008 R2009
Latvia  11% 12% 13% 18% 23% 23%
Mean 15% 14% 15% 17% 19% 19%

The values of Latvian profile are less then values in mean profile in 2004, 2005 and
2006 an then they are greater (table 3). It means that it was a dynamic period of
changes of eggs prices in Latvia in comparison with Italy, Netherlands, Portugal or
France. The correspondence between the prices of the states can be easily found in
figure 1. There are in the figure two clouds of points: the first one for states and the
second one for years. The joint display indicates the correspondence between the
clouds. Geometrically a particular row profile tends to a position which
corresponds to the years which are prominent in that row profile. The purpose is to
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give the management all the essentials facts in the most concise form, to show the
increase or decrease in eggs prices in particular states and their relation to average
price in Europe.

Note that Latvia is close to the position of 2008 and 2009. The values in its
profile are greater in the years than corresponding values in the mean profile.

In conclusion let us briefly interpret the display: States which are positioned
to the right: Austria, Slovenia, Great Britain, Ireland had relatively large prices in
2004 and 2005 and small in 2008 and 2009. States which are to the left: Latvia,
Lithuania, Spain and Belgium had relatively large prices in 2008 and 2009. Cyprus
had relatively the largest prices in 2006 and 2005. Note that the Germane profile is
rather close to the origin.

DYNAMICS OF MONTH CHANGES

Monthly averaged eggs prices provide additional reference to Germany,
Austria, Netherlands and Estonia. Conclusion relates to changed arrangement of
prices given in table 4. The row profile of the table denotes now price distribution
across states in a particular time. Thus we can describe prices' proportion dynamics
in a more detail.

Table 4.Price distribution across states

Belgium Bulgaria Czech Republic - - - Denmark
Jan 2008  3.2% 3.3% 3.7% --- 45%
Feb 2008  3.2% 3.3% 3.7% --- 45%
Feb 2010  3.2% 3.7% 3.2% --- 5.0%
Mean 3.0% 3.4% 3.2% --- 5.0%

Source: own calculations

The profiles of the table 4 are represented by joined with a line points in
figure 2. Solid line represents the year 2008, the dashed one the year 2009 and the
dotted one the beginning of the year 2010. It reflects the very purpose of the graph.
We can see clearly and instantly any upward or downward movement. In particular
it allows of several price changes be demonstrated simultaneously in time. Thus we
see the difference between the year 2008 and 2009. In the middle of 2008 we have
relatively large eggs prices in Estonia, Sweden, Slovenia, Ireland and in Great
Britain. Then the prices decreased in 2009.

The most dramatic changes in eggs prices occurred in Germany, Austria,
Netherlands and Estonia. It is seen that in Germany and Austria the prices
increased at the end of the year 2009 and in Estonia in the middle of 2008. The
lowest prices in Netherlands occurred in the middle of 2008 and 2009.
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Figure 2. Symmetric map for monthly averaged prices

At
A
A i
N
# Aok
rd : \
/O' ‘ o AGR
o L/, Acy
/,@ ‘,U'g‘ Aw
.7 AsE e
............................ ,.<..........;ff..**‘“....’......;.§.4an.zoos........fa,............
4
’
0y
,,‘_.-’
7,
W
7 .
o
7 .
W
@ Jan 2010
A NLD

A DE

The four States may be examined in a more detail. The figures 3 and 4
reflect the changes. The time factor is shown in the bottom line of each figure and
is given in weeks. The price of eggs in Germany and Austria increased over 40%
with respect to the mean profile.

Figure 3. Relative prices in Austria and Figure 4. Relative prices in Estonia and
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DYNAMICS OF WEEK CHANGES

Weekly averaged prices are represented in figure 5. The solid line in figure 5
represents changes in 2009. Relatively large prices occurred in Bulgaria and
Estonia at the beginning of the year, in Cyprus, Greece, Lithuania and Sweden in
the middle of the year and in Denmark and Great Britain in the end of the year.

Figure 5. Symmetric map for weekly averaged prices
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The dashed line represents changing prices in 2010. Considerably large
changes in eggs prices occurred in Germany at the beginning of the year 2010. The
prices were really unstable. The prices have been changing week by week.

The length of weekly averaged price series is equal to 65. It’s over two times
longer than in the previous case of annually and weekly averaged prices. Thus it
gives possibility to construct a reasonable stochastic time series model for some of
the series. The idea was to separate simultaneous changes in the series and simple
correlations between all pairs of the series was calculated. The appropriate
correlation matrix is graphically represented in figure 6.
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Figure 6. Graphical correlation matrix representation
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Thin ellipsis represents highly correlated price series. Negative correlation is
represented by gray ellipsis and positive by white one. Let’s note that the majority
of eggs prices in European states are positively correlated. Highly positively
correlated price series are represented at the bottom of the dendrogram in figure 7.

Figure 7. Dendrogram

Source: own calculations

Four groups, with simple correlation exceeding 0.85 within each group, were
sepqareted. The first group consists of Denmark and Austria, the second: Romania,
Latvia and Netherlands, the third: Czech Republic and Poland, and the forth: Italy,
Belgium and Portugal.
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The three groups of four can be analyzed with the use of structural time
series model. The best fit of the model was obtained in the case of Poland and
Czech Republic. Note that the eggs prices are highly correlated with the mean
prices in Europe. The price series can be separated into deterministic simple trend
and two stochastic cycles (figure 8).

Figure 8. Average prices in Poland and Czech Republic
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Slightly worse fit was obtained in the rest of the groups. In the case of
Latvia, Netherlands an Romania the model consists of stochastic smooth trend and
stochastic cycle (figure 9). The trends are similar.

Figure 9. Average prices in Latvia, Netherlands and Romania
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The fitted model is not adequately capturing the dynamic structure of the
series and the normality assumption is disturbed.

The same problem was found in the group of Italy, Belgium and Portugal.
For the group it managed to separate simple trend and three cycles for each series
(figure 10). Two of them have relatively high amplitude. Note that the cycles are
similar with respect to considered states.

Figure 10. Average prices in Italy, Belgium and Portugal
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For the last group no model was done, because the series are almost parallel
and steady with a one single joint change. Probably the prices are strictly
controlled.

THEORETICAL BACKGROUND AND TECHNICAL NOTE

In the work theory of correspondence analysis is used, an approach that has
become more used and appreciated over years. The formalization of the analysis
can be found in Greenacre (1984) and in the framework of abstract linear algebra in
Le Rouan and Rouanet (2004).

Theory of structural time series is used (linear Gaussian form) to separate
trends and cycles in the investigated price series. The theory from the standpoint of
statistics an econometrics can be found in Harvey(1989) and in Durbin and
Koopman (2005).
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Necessary calculation are made with R (http://www.r-project.org/) and
STAMP (http://stamp-software.com)
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Abstract: The goal of the study is to prove the effectiveness of training
programs directed to the unemployed on the local labor market in Poland. We
estimate a semiparametric hazard model to assess the impact of training on
the individual’s unemployment duration. To resolve the potential sample
selection problem, the participation in a training program is instrumented
using a probit model. The main question of this paper is whether the training
significantly raises the transition rate from the unemployment into the
employment state.
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INTRODUCTION

In 2002, the government of Poland implemented a special program, whose
main objective was the vocational activation of people belonging to risk groups in
local job markets. The program is administered by the Polish Ministry of Labor and
Social Policy and funded by the Labor Fund. The expenditure on the active labor
market policy has increased, especially on trainings, apprenticeships and vocational
training at the workplace. Program beneficiaries are selected from the unemployed
workers who register in the state labor offices.

As far as the impact of the active labor market policy in Poland is concerned,
literature is modest. The effectiveness of the policy has been studied by the World

' This work was supported by grant No. N N111 209436 from Polish Ministry of Science
and Higher Education.
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Bank in 1997, as part of a project covered by Czech Republic, Poland, Hungary
and Turkey, and by Kluve, Lehmann and Schmidt [Kluve et al. 2000] and also by
Puhani [Puhani 1998]. The recent program has been evaluated in 2008 by the
Polish Ministry of Labor and Social Policy. The research indicated that only
trainings and business incentives increased the chances of finding jobs, whereas
programs such as intervention and public works were ineffective [Bukowski 2008].
The part of this research was a microeconometric analysis based on the logit model
and propensity score matching.

The selection bias problem, which is crucial for good evaluations of the
training’s program, was considered by Landmesser [Landmesser 2010]. This
evaluation employed matching methods to find a control group for the group of
trainees, and it assessed the impact of the vocational training on the unemployment
duration using a hazard model. A positive effect of training on reemployment
probabilities was found. Although the study was carefully implemented, the
method used to control for endogeneity was in this case rough and the matching
was imprecise. For every treated one, only one untreated one, that resembled it as
much as possible in terms of observable pre-training characteristics, was selected.
As a result, too many individuals were excluded from the pooled sample and the
method was not enough sufficient for evaluating the impact of the program. The
matching methods are not robust against “hidden bias” arising from unobserved
variables that simultaneously affect assignment to treatment.

In this article we would like to use an alternative method for evaluating the
impact of the vocational training on the duration of unemployment. The goal of the
study is to prove the effectiveness of training programs directed to the unemployed
on the local labor market in Poland. We identify the effectiveness with the impact
of training on chances of finding jobs. To resolve the potential sample selection
problem, the participation in a training program is instrumented using a probit
model. Then, a semiparametric hazard model is estimated to assess the impact of
training on the length of the employment search. We investigate whether the
training significantly raises the transition rate from the unemployment into the
employment state in the short- and the long-run.

In our research study we try to analyze the situation on the local labor
market. Therefore, the study is based on the data obtained from the District Labor
Office in Stupsk in Poland from 2000 to 2007.

METHODOLOGICAL CONSIDERATIONS

The aim of the evaluation of training program effects is to assess the
difference between the level of the outcome variable (i.e. duration of the
unemployment period) at time ¢ for a given participant having received training and
the level of that variable at time ¢ for the same individual without participation in

the training program [Hujer et al. 1999]. Let ¥;' be the unemployment duration
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after training, and Y° - the unemployment duration without training. The effect of

training for individual i is then defined as ¥' —Y°. But it is impossible to observe

individual treatment effect since we do not know the outcomes for untreated
observations when it is under treatment, and for treated when it is not under

treatment. We can only observe either Y¥' or Y°, never both (compare with

[Lalonde, 1986], [Dehejia, Wahba, 1999]).

If the group of treated and the group of untreated are random samples from
the population, the outcomes are independent of treatment: Y°,¥' L P. In such a
case, the average treatment effect could be obtained by comparing the expected
level of the outcome for the two groups.

For the non-experimental data sets like ours, the independence assumption is
not valid and we have to cope with sample selection problem [Heckman, et al.
1998]. The comparison between the outcomes of the two groups requires some
assumptions. The conditional independence assumption states that conditional on
the relevant covariates X , the outcomes are independent of treatment variable P :

YO, y' L PXx (1)
Consider the simple linear model
Y=8X,+aP+u (2)

The error term u embodies all omitted (observed and unobserved) factors
that determine Y. If the assumption (1) is not fulfilled, there may be a correlation
between the treatment variable P and u. The variable P is then endogenous and
OLS gives biased estimates of parameters (selection bias). The solution to the
problem, for instance, is to estimate simultaneously the equation for treatment and
then the outcome equation. It is also possible, to use instrumental variable (IV)
methods to handle endogenous treatment variable. In the IV approach, the
participation is substituted with a variable /P (an instrument) that is correlated with

participation P but not with error term u. If we denote Z =(X,,IP) and

X =(X,,P) the IV estimator for linear model equals (Z'X)"'Z"Y ([Bowden,
Turkington 1984], [Bijwaard 2008]).

To tackle the problem of sample selection in this study, we are substituting
participation in the training program P with a variable that is correlated with
participation but not with error term u. We implement probit regressions for men
and women separately to analyze the determinants of participation in the training
course. For individual 7 the past participation in the training program P is defined

as:
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3)

i

po 1 if >0
0 otherwise

The latent variable P is defined as a function of a vector of individual-level

variables X, , a vector of exogenous variables X, and an error component v, :
B =yX, +8X, +v, S

We propose the propensity to participate in a training course as a suitable
instrumental variable.

The outcome variable, we are interested in, is the duration of time an
individual spends in the state of being unemployed. Therefore, in the next step we
analyze the impact of training program on the length of the employment search. An
appropriate approach, which considers right censoring of unemployment spells,
and which controls characteristics of individuals that influence the unemployment
duration, is the use of hazard models (see, e.g. [Kalbfleisch, Prentice, 1980],
[Hosmer, Lemeshow, 1999], [Cameron, Trivedi, 2005]).

In the terminology of survival analysis, the survivor function S(¢) is the
probability that the length of the unemployment after training exceeds a time point
t and is defined by

S(t)=Pr|T >t]=1-F(0) )

where 7 is a random variable, which represents the duration in the unemployment
state with a density function f{z).

Given S(7), the hazard function A(f) denoting the chance of leaving the
unemployment state at time ¢ among the individuals who were not yet employed at
that time is

noy = 2O - _dllogS@) _ Prlr< T<t+di|T> 4]
S(t) dt =0 dt

In other words, the hazard function /(¢) is the limit of the probability that the
unemployment episode is completed during the interval [¢, t+df], given that it has
not been completed before time ¢, for dt—0. The hazard rate — the value of hazard

function — describes the intensity of transition from one state to another.
The survivor curve can be specified as a function of individual
characteristics for unemployed people and the program participation, so that
h=h(t;X,,P). The widely applied semiparametric method of analyzing the effect

of covariates on the hazard rate is the Cox’s proportional hazard model [Cox 1972].
In Cox model we have:

h(t; Xy, B) = hy (1) exp(BX y, + ab) ™

(6)
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Cox proposed a partial maximum likelihood estimation of this model. The
model is estimated non-parametrically and there is no need to make assumptions

about the baseline hazard /4,(¢). It can be stated that in the Cox model the hazard

functions for two individuals 7 and j are multiplicatively related, that is their ratio is
constant. One subject’s hazard is a multiplicative replica of another one. If
parameter « is positive, the individual receiving a training is likely to find
employment before the individual who received no training.

CHARACTERISTICS OF THE DATA SET

The data used in our analysis concern the unemployed registered in the
District Labor Office in Stupsk in Poland in the period from January 2000 to
August 2007. The selected sample consists of 3513 persons, who were registered as
unemployed at least for one day. On the basis of the history of events for each
person registered in the labor office we can state the period of time a person was
looking for a job or the period of time during which an unemployed is actually
looking for a job (in days). The time spent in the unemployment state is called a
spell. The spell is completed when the event occurs (finding a job). Otherwise,
unemployment spells are treated as right censored. While our data basis contains
multiple spells for 3513 persons we have got 6198 episodes. Descriptive statistics
for the resulting spell data set can be found in Table 1.

Table 1. Descriptive statistics for the data set

number of: mean duration in days:
individuals 3513
spells 6198 all spells 349,45
censored spells 870 censored spells 714,54
spells of trainees 625 spells of trainees 404,19
spells of non-trainees 5573 spells of non-trainees 343,31

Source: own computations

The participation in a vocational training seems to increase the
unemployment duration. However, a simple comparison between the averages has
to be done carefully since it is subject to potential selection effects.

To model the participation in a vocational training the set of covariates for
the hazard models includes dummy variables capturing the whole, the short-run
and the long-run effect of the participation in the training:
tr — participation in a vocational training during the last 3 years prior to the
unemployment beginning,
trs — participation in a vocational training during the last 12 months prior to the
unemployment beginning,
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trl — participation in a vocational training between 13 and 36 months prior to the
unemployment beginning.

EMPIRICAL RESULTS

To tackle the problem of sample selection, we estimate probit regressions for
the whole sample and for men and women separately to analyze the determinants
of the participation in the training program. The empirical studies on training
participation suggest that important determinants of training are: age, sex, caring
for children, belonging to minority groups, educational degrees or occupational
status (e.g. [Blundell et al. 1994], [Hujer et al. 1999]). Our empirical findings show
that the only significant variables for the participation in training are:
period — dummy variable: 1 for the time period 2004-2007 and O for the time
period 2000-2003 (with this variable we prove the training course availability for
the unemployed in the time span),
edul — dummy variable: 1 if individual has incomplete primary, primary, lower
secondary or basic vocational education level,
edu? — dummy variable: 1 if individual has general secondary, vocational
secondary or post-secondary education level,
edu3 — dummy variable: 1 if individual has tertiary education level,
language — dummy variable: 1 if individual declares any foreign language skills.
The hypothesis that age, sex or the marital status has influence on training
participation could not be confirmed. The results of probit models estimation for
men and women separately are given in Table 2.

Individual participation in the vocational training is influenced by the
variable period, which confirms that the variable could be a valid instrumental
variable. Individuals who have primary or secondary education levels, in
comparison with the tertiary education level, or individuals who declare any
foreign language skills tend to participate more.
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Table 2. Results of probit models estimation for participation in training during the last 3
years (variable tr), last 12 months (¢zrs) and between 13 and 36 last months (¢7)

. Whole sample Men Women
Covariates
Coef. P>|z| Coef. P>z Coef. P>z
Probit regression for variable ¢
period 0.329 0.000 0.333 0.000 0.339 0.000
edul 0.555 0.000 0.794 0.004 0.314 0.085
edu? 0.470 0.001 0.519 0.066 0.462 0.006
language 0.232 0.001 0.230 0.010 0.204 0.058
cons -2.563 0.000 -2.727 0.000 -2.479 0.000
No. of obs. = 6,198 No. of obs. = 3,247 No. of obs. =2,951
Pseudo R2 = 0.029 Pseudo R2 = 0.032 Pseudo R2 = 0.034
Probit regression for variable trs
period 0.272 0.002 0.233 0.056 0.330 0.011
edul 0.546 0.006 0.699 0.055 0.397 0.115
edu? 0.421 0.033 0.205 0.598 0.504 0.030
language 0.400 0.000 0.404 0.001 0.371 0.012
cons -3.005 0.000 -3.092 0.000 -2.973 0.000
No. of obs. = 6,198 No. of obs. = 3,247 No. of obs. =2,951
Pseudo R2 = 0.037 Pseudo R2 = 0.043 Pseudo R2 = 0.049
Probit regression for variable ¢/
period 0.314 0.000 0.344 0.000 0.284 0.014
edul 0.460 0.009 0.729 0.037 0.188 0.397
edu? 0.420 0.017 0.616 0.084 0.335 0.103
language 0.073 0.374 0.079 0.453 0.030 0.821
cons -2.625 0.000 -2.830 0.000 -2.501 0.000
No. of obs. = 6198 No. of obs. = 3247 No. of obs. =2951
Pseudo R2 =0.021 Pseudo R2 = 0.026 Pseudo R2=0.019

Source: own computations using Stata Statistical Software

Now we consider the impact of training on the length of the unemployment
duration. The estimated hazard models as a determinant for the probability of
leaving the unemployment state will comprise usual socio-demographic
characteristics of individuals and variables capturing the effect of participation in
training. The additional new covariates are dummies:
age 25 — with 1 if individual is 25 or younger,
age 2640 — with 1 if individual is 26 or older, but younger than 41,
age41 — with 1 if individual is 41 or older,
marr — with 1 if individual is married,
town — with 1 if the place of residence is town,
disabled — with 1 if individual is disabled,
benefit — with 1 if individual receives unemployment benefit.

The results of Cox regressions are given in Table 3. We estimated two types
of models: models A with the covariate # for investigation of effects of any
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training in the past, and models B with covariates fs and ¢/ for investigation of
effects of training in the short- and the long-run.

Table 3. Results of Cox models estimation for participation in training

Models A
Naive Control
Covariates Men Women Men Women
HR P>|z] HR P>z HR P>z HR P>z

age25 1,530 0,000 0,882 0,033 1,556 0,000 0,885 0,037
age2640 1,190 0,000 0,984 0,769 1,224 0,000 0,985 0,772
marr 1,316 0,000 0,910 0,035 1,352 0,000 0,914 0,048
edul 0,699 0,000 0,540 0,000 0,479 0,000 0,526 0,000
edu? 0,844 0,046 0,704 0,000 0,646 0,000 0,662 0,000
town 1,109 0,007 1,053 0,232 1,110 0,007 1,050 0,258
disabled 0,548 0,000 0,788 0,039 0,552 0,000 0,786 0,037
beneﬁt 0,629 0,000 0,630 0,000 0,636 0,000 0,635 0,000
tr, tr* 1,447 0,000 1,216 0,097 1,827 0,000 1,169 0,157

No. of obs. = 3,247 | No. of obs. =2,951 No. of obs. = 3,247 No. of obs. =2,951

InL =-20,872.4 InL =-17,076.1 InL =-20,859.6 InL =-17,076.4

Models B
Naive Control
Covariates Men Women Men Women
HR P>|7| HR P>|z| HR P>|z| HR P>|z|

age25 1,529 0,000 0,881 0,031 1,541 0,000 0,848 0,006
age2640 1,190 0,000 0,982 0,734 1,219 0,000 0,980 0,713
marr 1,315 0,000 0,910 0,036 1,351 0,000 0,919 0,063
edul 0,698 0,000 0,539 0,000 0,503 0,000 0,556 0,000
edu? 0,844 0,045 0,702 0,000 0,711 0,005 0,710 0,000
town 1,109 0,007 1,052 0,239 1,105 0,010 1,038 0,388
disabled 0,546 0,000 0,786 0,038 0,553 0,000 0,801 0,056
benefit 0,629 0,000 0,630 0,000 0,637 0,000 0,633 0,000
trs, trs* 1,367 0,045 1,544 0,014 1,499 0,002 1,846 0,000
trl, trl* 1,492 0,000 1,042 0,791 1,262 0,152 0,436 0,001

No. of obs. = 3,247 No. of obs. =2,951 No. of obs. = 3,247 No. of obs. = 2,951

InL =-20,872.2 InL =-17,074.7 InL =-20,859.0 InL =-17,069.4

Source: own computations using Stata Statistical Software; HR — hazard rates

The first columns under the “Naive” heading were obtained by using the
hazard function #h(t;X,,P)=hy(t)exp(BX, +aP), where P, denotes the

participation in the training program, and contains estimates for hazard rates. The
columns under the “Control” heading were obtained by using instead
h(t; X,., P) = hy(¢t)exp(X,, + aIP) , where instrument /P =P’ denotes the index

value obtained from the estimation (4) of the probit model. The index values are
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the right-hand sides of probit equations less the residuals (not the expected
probabilities computed using the normal distribution) [Wodon, Minowa 2001].

The age coefficients imply that men older than 41 are at a disadvantage to
find a job. Married women are at the disadvantage at the job market, but for the
married men the effect is the opposite. Primary or secondary education level has a
significant negative effect on the opportunity to break unemployment. The disabled
have a significant lower reemployment chance. There is a greater tendency to leave
the unemployment state if the registered person receives no unemployment benefit.

The naive estimates indicate that every training during the last three years
reduces the length of unemployment. Training in the past has a positive effect on
reemployment probabilities; the transition rate for men increases by about 45%,
and for women increases by about 22%. There are positive impacts of training in
the short-run for both men and women and in the long-run for men only.

When we use the index values from probit models instead of variable 77 (see
estimates in models A under the “Control” heading), we can detect still positive
impacts in the case of both men and woman. These effects are greater for men and
are smaller for women (although for women not statistically significant). In the
short-run we still observe strong positive impacts on employment for both men and
women (see models B under the “Control” heading). The recent training seems to
provide the unemployed with modern knowledge which positively distinguishes
them from the other unemployed when searching for a job. Surprisingly, in the
long-run this effect is statistically insignificant for men; for women the impact is
significantly negative.

CONCLUSIONS

The goal of our study was to prove the effectiveness of training programs
directed to the unemployed on the local labor market. We estimated hazard models
to assess the impact of vocational training on the duration of unemployment spells.
To resolve the potential sample selection problem, the participation in a training
program was instrumented using a probit model. The IV procedure provides an
answer to the question to what extent the effect of the training program was a result
of the effectiveness of the program and to what extent it was due to the fact that
program participants had different characteristics than other unemployed. The
empirical results obtained confirm that training courses proved not fully effective.

In particular, our results indicate that, mostly, there is a positive effect of the
training in the past on reemployment probabilities. In the short-run this positive
effect is much bigger and statistically significant for both men and women.

Surprisingly, we detect a negative impact of training for women in the long
run. Such an effect can be called the stigmatization effect. The long-run effect for
men is statistically insignificant. Other results obtained for the whole sample - not
presented in the article - also show the lack of training impact in the long-run. This
is called a deadweight loss effect and it occurs when a training participant would
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have reached the same result without participating in the program (it will be the
case when company hires a subsidized employee but would also do so, if there is
no subsidy) [Bukowski 2008].
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Abstract: A long-run trading strategy based on cointegration relationship
between prices of two commodities is considered. A linear combination of
the prices is assumed to be a stationary AR(1) process. In some range of
parameters, AR(1) process is obtained by discrete sampling of Ornstein-
Uhlenbeck process. This allows to calculate approximate number of
transactions in long run trade horizon and obtain approximate upper bound
for possible gain.
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INTRODUCTION

The Engle-Granger [Engle, Granger 1987] idea of cointegration deepened
understanding of two central properties of many economic time series —
nonstationarity and time-varying volatility. Two nonstationary series may be
related so that the values of one of them can not go (after appropriate scaling) too
far from the values of the second. This relationship may often be observed for
prices of two commodities (e.g. crude oil and heating oil). When we consider series
of differences between appropriately scaled prices of such commodities, we
observe that it reverts to its mean. In this paper we investigate trading strategy
based on this phenomenon. We assume AR(1) structure of the series of differences.
However, it often appears that it is much easier to investigate properties of discrete
time series through their continuous counterparts - continuous-time stochastic
processes. There already exists large literature concerning continuous time ARMA
and GARCH processes, also driven by Levy processes and fractionally integrated
(see for example [Brockwell, Marquardt 2005]). We will use this approach and find
continuous counterpart for AR(1) process - an Omstein-Uhlenbeck process. Since
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statistical properties of Ornstein-Uhlenbeck process are subject of interest of many
authors. we will be able to calculate all necessary quantities using their results.

We will use results of Thomas [Thomas 1975] and Ricciardi & Sato
[Riccardi, Sato 1988] concerning first hitting time of Ornstein-Uhlenbeck process
(for more recent survey see [Alili et al 2005]).

Author presumes that the used approach — investigation of properties of
discrete time series through their continuous counterparts - may be very useful,
since it is much easier to handle with continuous-time stochastic processes than
with discrete-time ones. However, this approach shall be used with caution, since
we always shall prove that the properties of continuous-time processes are good for
approximation of the properties of discrete time series. As far as author knows, first
step in this direction for the problem of approximating stopping times of crossing
barriers by AR(1) discrete process with stopping times of hitting barriers by
Ornstein-Uhlenbeck process was author’s paper [Lochowski 2007].

INTRODUCTION OF APPROXIMATE GROSS GAIN

Let (P,n=1) and (Q,,n=1) be two non-stationary time series

representing evolution of the prices of futures contracts for two commodities P
and Q. We will assume that (P,,n=1) and (Q,,n=1) are cointegrated i.e. for

some positive &, the process R, =P, — 0, is stationary. Moreover, we will

assume that it is mean zero AR(1) process, i. €.

R, ,=VR,+Z, (1)

n+l =

where (Z,,n=1) is 1iid. sequence, independent from R;, with
Z,~N(O0, 0'2) (N (,u,O'Z) denotes here normal distribution with mean 4 and
variance 0 ). An equivalent form of (1) is

AR, ,=—-(-y)R,+0¢,, 2
where ¢,=Z7,/0,n2>1.

It is easy to see that the stationarity of R, holds iff y€ (—1;1). Stationarity
implies that R, ~ N(0,02 /(1- %)) and Cov(R,R,.,)=y"0*/(1-7?).

From stationarity of R, one may derive long-run trading strategy based on
selling & commodity P contracts and buying f commodity O contracts when
R, exceeds certain threshold value a and doing opposite, when R, goes below

—a. If we enter the market with & contracts of commodity P and are interested in
leaving it with the same volume of commodity P contracts after long time horizon



112 Rafat L.ochowski

T then the gross gain obtained from the strategy equals 2a-N(a), where N(a)

denotes the number of pairs of transactions:
e when R, =aP,—f0,>a sell a commodity P contracts and

simultaneously buy £ commodity Q contracts,
e when R =aP,—f0,<—a buy o commodity P contracts and
simultaneously sell f commodity Q contracts.

The problems which one faces deciding for the described strategy is the
estimation of N(a) and then the choice of an optimal threshold value a.

Firstly we will try to estimate N(a) for large T and positive, fixed (but

not too small) a. Let fl,f > be the following stopping times
T,=inf{n : R,>a}, T, =inf{n>T, : R, <—a}.

Let us assume that the process R, has small jumps (much smaller then a)

and it is obtained by discrete sampling of a continuous-time process with
continuous trajectories, (U,,t=0),1i.e. R, =U, for n=12?. Let T,,7, be

continuous counterparts to 7,75, i. e.

Ii=mnf{t : U, za}, T, =inf{t 27T, : U, <—aj}.
In fact, from continuity of U, we have

Ii=inf{t : U,=a}, ,=inf{t 27, : U, =—a}.

Let us denote T'(a)=E(T,—17;). From the assumption about R, we get
f’l = Tl,f 5 =T, (cf. [Lochowski 2007]). Now from theory of renewal processes (cf.

[Rolski et al 1998]) and symmetry of the process R, we may approximate number
of transactions N(a) in long time horizon by 7'/ (ZT (a)). Thus the gross gain in

long time horizon equals 2a-N (a) =a-T/T (a). Based on this reasoning let us
define.

Definition. Approximate gross gain, AGG(a,T), for a threshold value
a>0 and time horizon T >0 is defined by the formula
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AGG(a.T) =L

T(a)

ORNSTEIN-UHLENBECK PROCESS AS A CONTINUOUS VERSION
OF AR(1) PROCESS

The natural candidate for process U, is Ornstein-Uhlenbeck process being a

solution of the following stochastic differential equation - the continuous
counterpart of (2)

dU, =—(1-y)U,dt + 5dW,, 3)

where W, denotes a standard Wiener process.
Equation (3) has the following solution

t
U= U+ o[ e ap,,

From bilinearity of covariance, independence of increments of Wiener process and
then from isometry formula for stochastic integrals we have

t
Cov( [l gy, [le gy, )

t
- e—(l—y)(r+u>C0v( foea—y)s aw, Jzea—y)s dWs)
2(1-y)min(t,u) 1

2(1-7)

= (=) J':)nin(t’”)eZ(l—y)s s = (-1 €

Assuming that U,, is independent from (W,,f =0), we get
o o 20Nt
Cov(U,,U,,,)=e " Myar(Uy) + ote TN —
2(1-y)

If  Uy~N(0,6%/2(1-7y))) then U, ~ N(0,6% /(2(1- 7)) and
Cov(U,,U,,) = 0% T [2(1-p)).

Comparing the distribution of U, with the distribution of R, we see that
they are different. But when ye (0;1), taking process (V,,t=0) defined by the

equation
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dV,==In(1/y)V,dt+o %dW,
'

with V,, ~ N(0, o? /(- ;/2 )) independent from (W,,=0), we obtain such a
process that for positive integers ny,n,,?,n;, vector (V, .V, ,2,V, ) has the same
distribution as vector (R, ,R, ,7,R, ).

Remark. Ornstein-Uhlenbeck process may also be introduced as a time-
space scaled Wiener process. Defining

Vz __ 09 e—ln(l/}/)tW(eZIn(l/j/)t)

1- ]/2

we get a process with the same finite distributions as the process (V;,t > 0).

UPPER BOUND FOR APPROXIMATE GROSS GAIN

Now we are ready to calculate 7'(a). Let us denote

T, . =inf{t=0 : V,=c|V, =b}.

,C

From results of Thomas [Thomas 1975] and Ricciardi & Sato [Riccardi, Sato
1988] as well as from scaling properties of ¥, we have that for a >0

_ \/; aJ1-y* /\26? 2
E(Ta’o)—mj.o <1+erf(t))€ dt
and
R A T »
E(To,a)—mj.o (1+erf(—t))e dt,

where erf(¢) stands for error function defined as erf(¢) = ﬁ ) f)e_szds. From strong

Markov property of ¥V, andsince erf(¢)+erf(—#)=0
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we see that

T(a)=E(T,0)+E(T,_,)=E(T, o)+ E(T,)

\/7 J.aﬂ/\/_
ln(l/y)

2k+]

: 7 oo
Since [ge dt:jgzkzo = X0 We have

T(a) — Zd2k+la2k+l,

k=0
where
2 k+1/2
dyy; = Jz ! ! z >0, for k=0,1,7.
In(1/) 2k +1)-k!

Now we have

a a _ 1
T(a) da+dsa®+- d+dya®+---

and we see that approximate gross gain, AGG(a,T)= TT(‘Z),

is a decreasing

function of a. We also have

up a _L_\/Zln(l/;/)a
@ W@ d N7 iy

The above calculations imply
Theorem. I ye (0;1) the approximate gross gain, AGG(a,T), for any

positive a and T is bounded from above by T/d,, i.e.
AGG(a,T) < \F (/7)o 7 @)

o

Moreover, there is no positive a for which the above value is attained.
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FINAL REMARKS

The results of the previous section are in some sense negative, since there is
no optimal postive threshold value @ maximizing the approximate gross gain.
Moreover, the smaller is a >0, the greater is AGG(a,T). But for very small

threshold values the relationships 7:1 le,fz ~T, on which our reasoning was
based, may fail. Moreover, when a is small we have to change our positions very
often which may be not technically possible and if we take into account transaction
costs then it would appear that for small a our trading startegy leads to loss.

However, it seems that the formula for upper gain bound in our simple
model has natural interpretation in terms of quantities appearing on the right side of
(4). The maximal posible gain is proportional to the duration 7" of the investment
and to standard deviation o of the random term Z,. It is known phenomenon
(used sometimes in so called volatility trading), that the bigger volatility,
represented here by o, the bigger profits in short term are possible.

The more sophisticated seems to be the dependence of AGG(a,T) on
parameter ). This parameter determines the speed of reverting AR(1) process to its
mean value. The bigger ¥ the longer time is needed for AR(1) process to revert to

its mean. The dependence between ¥ and AGG(a,T) is represented by the
In(1/y)

function y > ﬁ This is decreasing function on the interval (0;1) and its
I-y

graph is presented below.

In(1/7)

Figure 1. Graph of the function ¥ > >
1=y

oo (sl 04 06 0s 120
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Abstract: This paper aims at examining the bilateral linkage between daily
stock market indices, in which the leading index of WSE (WIG20) is the
reference. Thus, the study is limited to pairs including WIG20 and indices
which are listed on the financial centers of WSE’s main foreign investors.
The relationship between the markets is investigated throughout the
cointegration theory. Further, the Granger causality is carried out in order to
distinguish the directions of influence across the stock market environments.
The obtained results shall explain the investor’s tendencies in portfolio
diversification.

Keywords: market stock exchange, stock exchange indices, WIG20,
cointegration theory, Granger causality, portfolio diversification.

INTRODUCTION

The international portfolio diversification, as one of general techniques for
reducing investment risk, has been among the most celebrated concepts in finance
for more than half a century. Starting with the pioneering work in Modern Portfolio
Theory presented by Markowitz [Markowitz 1952, 1959] together with later
findings of Grubel [Grubel 1968], the concept of modern portfolio analysis was
irrevocably extended from domestic to international capital markets. Since then
there have been a numerous empirical studies which showed substantial advantages
of international diversification.

In spite of different methods applied, the conclusions of early empirical
studies, namely [Levy et al., 1970], [Grubel et al., 1971], [Lessard, 1973] and
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[Solnik, 1974], were consistent with both Markowitz’s and Grubel’s predictions
[Markowitz, 1952, 1959], [Grubel, 1968]. In fact, each of these studies indicated
that movements of stock prices within different countries are characterized by low
correlation, hence are almost unrelated to each other. This leads to the conclusions
that simultaneous capital investing across these countries can bring benefits.

Nevertheless, it is worth mentioning that the studies cited above were written
in times when the movement of capital between market exchanges was relatively
limited by political and legal restrictions. Indeed, the relationship between the
stock markets started to be visible when these restrictions were lifted with time.

Recently, numerous studies focus on cointegration techniques to investigate
the existence of long-run benefits from international diversification, for instance:
[Gilmore et al. 2005] and [Voronkova, 2004]". These researches examine both
bilateral and multilateral cointegration properties. According to these studies, the
equity markets move in the same direction in the long-run and therefore there is no
advantage of international diversification.

The U.S. market is found to be the dominant market in the financial world.
What is interesting, it did not influence the market’s behaviour of “new EU
members”'® before its EU enrolment [Gilmore et al. 2002]"’, [Kanas, 1998]'*. On
the other hand, the long-run linkages between Central European markets' and the
developed markets in Western Europe and the U.S can be found after the EU
accession [Rousova, 2009].

The aim of this paper is to investigate long-run benefits from international
portfolio diversification for foreign investors who invest within Warsaw Stock
Exchange (WSE).

The question is whether the international investors present on WSE tend to
exploit all benefits from portfolio diversification. Specifically, examined is the case
of foreign investors who diversify portfolio by holding assets on both, WSE and on
his/her home financial centre. The gains of portfolio diversification is investigated
by bilateral relationship between Polish and other market. To achieve the goals, the
framework of cointegration theory is adopted.

" [Gilmore et al. 2005] and [Voronkova, 2004] show that process of integration of the
Central and Eastern European countries into the EU resulted in their equity markets’
comovements with other major EU countries and even with USA stock market (in case of
Varonkova).

' “new EU members” refer to Central and Eastern European countries which joined the EU
on 1% May 2004, that is: Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland,
Slovakia, Slovenia and the Mediterranean islands of Malta and Cyprus.

'” Paper shows that Czech Republic, Hungary and Poland were not cointegrated with the
U.S equity market during the period from 1995 to 2001.

'8 The results for the period from 3™ January 1983 to 29™ November 1996 show that the US
market was not pairwise cointegrated with any of the European markets, namely the UK,
Germany, France, Switzerland, Italy, and the Netherlands.

1% that is specifically Czech Republic, Poland and Hungary.
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In fact, integration among stock markets is not constant over time mainly
due to unexpected events, such as financial crises, for instance. For this reason, the
study distinguishes additional period after the financial crisis that started at the end
of 2008. This division helps to find out the eventual effects of the financial crisis
on cointegration relationship. In other words, the study tries to answer the question
whether the crisis caused the contagion or contrary weaken the linkage between the
stock markets.

Additionally, the Granger causality is carried out in order to distinguish the
directions of influence across the stock market environments.

UNIT ROOT, COINTEGRATION AND GRANGER CAUSALITY

The research on the relationship between the markets is performed with use
of cointegration theory. Since the stationarity of time series is the precondition for
cointegration analysis, the first step is to test the stationarity of each time series.
The Augmented Dickey-Fuller test (ADF), as an extension of the Dickey and
Fuller method, is used [Dickey and Fuller, 1979; 1981]. It tests for the presence of
unit root, which alternative of stationarity of the series investigated. Additionally,
for the cointegration analysis purposes, all the series must be integrated of the same
order.

The next step is application of cointegration analysis to test the presence of
long-run equilibrium relationships. This paper uses Banerjee, Dolado and Mestre
cointegration test [Banerjee et al., 1998]. Null hypothesis is that there is no
cointegrating relationship among the variables.

Additionally, the simple Granger causality test is performed in order to
distinguish directions of influence across the stock market environments [Granger,
1969]. Granger causality test allows to determine whether one index is useful in
forecasting another. If the past values of the index A can be used to predict another
index B more accurately than using just the past values of B index, it can be argued
that A Granger-cause B. This means that if past values of A statistically improve
the prediction of the B, then we can conclude that A Granger-causes B. The null
hypothesis assumes no Granger causality and is verified by using F-tests.

In this study, the Granger causality test and cointegration tests are proceeded
pairwise with up to 10 lags tested.

Confirming existence of Granger causality and cointegration can be
considered as evidence against portfolio diversification opportunities.

FOREIGN INVESTORS ON WSE

In view of the fact that WSE is of particular interest for this paper analysis,
the stock market indices of countries of its main foreign investors are investigated.
Thus, the decision on countries chosen as investors’ origin was driven primarily by
data availability to the researches conducted by WSE. In fact, these regular studies
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provide information about the structure of its investors™. It is worth noticing that
foreign investors are identified here with the brokerage houses. Although we
realize that nationality of brokerage house’s customers does not necessarily
coincide with placement of itself, it is the only source of data available.

Over the past years, according to the data published by WSE, foreign
investors had the highest share in equity trading, followed by domestic financial
institutions and individual investors [see Figure 1].

Figure 1. Investor structure on WSE (% shares in equity trading) for period between 2004
and 2009 (as of the end of the year)

m

2004 2005 2006 2007 2008 2009

M Foreign investors. ) B Domectic Individual investors
O Domectic Institutional investors

100% 7 - 1

80% -
60% - -
40% -
20% 1 -

0% -

Source: own investigation based on WSE data

%% The analyses are based on Warsaw Stock Exchange Fact Book 2009. Official publication
of WSE can be found at www.wse.com.pl.
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Figure 2. Foreign investors structure on WSE (% shares in equity trading) for period
between 2005 and 2009 (as of the end of the year)
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Source: own investigation based on WSE data

What is more, there have been no changes in national origin of foreign
brokers trading in shares [see Figure 2]. Indeed, brokers from Great Britain have
been prevailing among foreign investors since the beginning of the period under
investigation. The rest of shares in equity trading has been almost equally
distributed among other foreign participants and when compared to Great Britain,
gives a negligible contribution of these investors (less than 11% each).

To sum up, during the period under consideration the main investors that
were present on Polish market were from: United Kingdom, Czech Republic,
Austria, France, Italy, Germany, Hungary and the USA, and are identified in this
study with main foreign investors groups present on WSE.

Therefore, in order to investigate the stock market linkage between WSE and
home financial centres of its main foreign investors, daily closing quotes of WIG20
and leading indices from seven corresponding market stock exchange is used
[see Table 1].



Does simultaneous investing on different ... 123

Table 1. Stock Market Indices

Country Stock Market Exchange Webpage Index
Austria Vienna Stock Exchange www.wienerborse.at/ ATX
Czech Republic  Prague Stock Exchange Www.pse.cz/ PX
France Euronext Paris www.euronext.com/ CAC40
Germany Frankfurt Stock Exchange www.boerse-frankfurt.de/ DAX
Hungary Budapest Stock Exchange www.bse.hu/ BUX
Italy Borsa Italiana www.borsaitaliana.it FTSE MIB
Poland Warsaw Stock Exchange www.wse.com.pl/ WIG 20
Uplted London Stock Exchange ~www.londonstockexchange.com/ FTSE 100
Kingdom
IAJniteq States of New York Stock www.nyse.com/ S&P 500

merica Exchange

Source: own Investigation based on official Stock Market Exchange webpages
DATA DESCRIPTIONS

All data used in the study was obtained from the same source, namely from
the webpage: www.finance.yahoo.com. Study covers the period between
1" January 2004 and 12" March 2010 (1575 observations for each stock market
index). The additional subperiod covers the series between 12" March 2009 and
12™ March 2010 which represent the data after the financial turmoil that started by
the end of 2008.

The basic statistical characteristics of the sampled indices for the whole
period under consideration and subperiod are presented respectively in Table 2 and
Table 3.

Table 2. Main descriptive statistics (1% January 2004 — 12™ March 2010)

Country | AUSTRIA CZECH FRANCE GERMANY HUNGARY ITALY POLAND UK USA
FTSE FTSE

Index ATX PX CAC 40 DAX BUX MIB WIG20 100 SP500

Mean 3147.00 1271.80 4 390.50 5543.10 1926500 3112500 249440 532140  1211.80

Median 3179.60 127400  4321.60 5519.80  20781.00 31878.00 2384.80 5330.50 1213.90

Minimum | 141200 62850  2519.30 3 647.00 9380.00 12621.00 1327.60 3512.10 676.53

Maximum | 498190 193690 6 168.10 810570  30118.00 44364.00 3917.90 673240  1565.20

Standard 1027.30  349.81 874.74 1233.50 5251.10  7447.80 68030  771.98 185.95

Deviation

Skewness 0.08 -0.03 0.18 0.36 028 027 0.36 -0.05 -0.36

Kurtosis 1.62 1.84 1.98 2.06 1.99 2.13 1.90 1.89 2.74

Jarque-

Bera test 12606  87.87 78.38 91.71 87.14 68.95 11297 8226 38.14

Source: own calculations

For the whole period measures for skewness and excess kurtosis show that
PX, BUX, FTSE MIB and FTSE are negatively skewed, whereas ATX, CAC 40,
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DAX, WIG20 are positively skewed. All series are leptokurtic and are not normally
distributed.

For the subperiod all indices have characteristics typical for financial series
that is negative skewness, positive kurtosis and time series are not normally
distributed.

Table 3. Main descriptive statistics (12" March 2009 — 12" March 2010)

Country | AUSTRIA CZECH FRANCE GERMANY HUNGARY ITALY POLAND UK USA
FTSE FTSE
Index ATX PX CAC 40 DAX BUX MIB WIG20 100 SP500

Mean 231020 104410 351340 530120 1807400 2102600 210510 4807.00  1005.00
Median 2453.10 1117.60 3 640.10 548130  19457.00 21627.00 218730 4987.70  1032.20
Minimum | 146730  677.30  2694.30 3953.60 946130 13804.00 145280 3712.10 750.74
Maximum | 275240 122030  4045.10 604830 2321000 2442600 248040 5599.80  1150.20
Standard 31207 140.00 349.71 535.11 3597.60 2 340.10 269.96  518.81 105.35
Deviation

Skewness 0.75 -0.80 -0.52 0.73 -0.63 0.97 -0.58 0.36 -0.52
Kurtosis 247 231 2.09 2.56 2.15 345 225 178 2.08
Jarque- 2674 3233 20.39 24.88 24.42 42.13 2029  21.02 20.63
Bera test

Source: own calculations

RESULTS

As first step, the ADF test was applied both to the levels and first differences
of each series [see Table 4]. Appropriate number of lags for the ADF test was
selected according to the Schwarz information criterion. For the levels, the results
show that the null hypothesis of a unit root cannot be rejected at 5% significance
level. The first-differenced series rejects the null hypothesis, indicating that time
series are stationary. Consequently, all series are integrated I(1).

Given that the first differences are integrated of the same order (1), hence
stationary, the Granger causality tests are performed [see Table 5]. WIG20
Granger-causes DAX (null hypothesis rejection for all 10 lags), PX (null
hypothesis rejection for lags from 2 to 10), BUX (null hypothesis rejected for lags
from 4 to 10), ATX (null hypothesis rejected for lags 7 and 8) and S&P 500 (null
hypothesis rejection for all 10 lags).

WIG20 is Granger-caused by CAC (null hypothesis rejected for lags 3 and
from 7 to 10), PX (for all 10 lags), BUX (for all 10 lags), ATX (for all 10 lags),
FTSE (for lags from 8 to 10) and FTSE MIB (for lags 3, 4 and from 7 to 10).

Results indicate that WIG20 is influenced by strong and developed markets
in Germany, UK and Italy. Moreover, WIG20 influences and is simultaneously
influenced by stock markets of Central and Eastern Europe (Austria, Hungary and
Czech Republic). In other words changes in the CEE indexes cause changes in
WIG20 index with up to 10 days lags. The reverse situation is also true with less
WIG20’s lags. Granger-causing S&P500 by WIG20 doesn’t necessarily indicative.
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In chosen subperiod some important changes occurred and significantly less
dependency can be observed [see Table 5]. There are no causalities between
WIG20 and CAC, FTSE, FTSE MIB. There is also a decrease in number of lags in
WIG20’s influence on DAX or ATX and an increase in WIG20’s influence on PX.
A decrease in influence on WIG20 is noted for BUX and ATX.

Table 4. ADF Test results (1* January 2004 — 12" March 2010)

Country Index levels®! First difference ~ Conclusion
Austria ATX -1,316 -14,1099 I(1)
Czech Republic PX -1,551 -13,9403 I(1)
France CAC 40 -1,327 -14,3275 I(1)
Germany DAX -1,302 -14,6469 I(1)
Hungary BUX -1,719 -13,4408 I(1)
Italy FTSE MIB -1,269 -14,0153 I(1)
Poland WIG20 -1,301 -14,6806 I(1)
United Kingdom FTSE 100 -1,551 -14,2512 I(1)
United States of America SP500 -1,372 -14,5581 1(1)
Source: own calculations
Table 5. Granger Test results
1% January 2004 — 12 March 2010 | 12™ March 2009 — 12" March 2010
Index |WIG20 Granger ...Granger |WIG20 Granger ...Granger
causes... causes WIG20 causes... causes WIG20

CAC X 3, from 7 lags X X
DAX to 10 lags X to2 X
PX from 2 lags to 10 lags 3,from 5 to 10 to 10
BUX from 4 lags to 10 lags X from1to4,6,9
ATX from 7 to 8 lags to 10 lags 7 from 1 to 4
SP500 to 10 lags X to 10 X
FTSE X from 8 lags X
FTSE MIB 3 3-4, from 7 lags X

Source: own calculations

Cointegration tests results are shown in Table 6. In period 2004-2010
WIG20 is cointegrated with PX (null hypothesis rejected for lags 1 and 2), ATX

*! The critical values of the ADF t-statistic as reported by STATA, the econometric
software used for performing the unit root test, are -2.329, -1.646, -1.282 at the 1%, 5% and
10% levels of significance, respectively.
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(for lags 1 and 2) and FTSE (null hypothesis rejection for all 10 lags). In subperiod
2009-2010 WIG20 is cointegrated with CAC (for lags from 1 to 8), DAX (for all
10 lags), BUX (for lags from 1 to 5 and for 7th lag), S&P500 (for all 10 lags) and
FTSE (for lags from 1 to 5 and for 7th lag). No cointegration with FTSE MIB was
observed. Therefore stronger cointegration WIG20 with most of the indices
considered in our study can be observed.

In some cases, the results for the cointegration and Granger causality test
seem to be in conflict with each other. The explanation is based on the
consideration that the Granger causality test explores the short-term relationships
among variables whereas cointegration tests are used to examine long-term
relationship.

Table 6 Cointegration Relationships

1* January 2004 — 12" March 2010 | 12" March 2009 — 12" March 2010
CAC 1 from 1 to 8
DAX X from 1 to 10
PX from 1 to 2 X
BUX X from 1 to 5 and 7
ATX from 1 to 2 X
SP500 X from 1 to 10
FTSE from 1 to 10 from 1 to 5 and 7
FTSE MIB X X

Source: own calculations

CONCLUSION

The aim of this paper was to investigate possible interactions between
Warsaw Stock Exchange index - WIG20 - and indices of home country financial
centres of WSE’s main foreign investors.

The results suggest that since the year of Polish accession to the European
Union, Polish market has shown particularly strong relationships with stock
markets from the CEE region. The influence is two-sided and is visible in short and
long horizon, which was proved by the results of the Granger and cointegration
test, respectively. These findings seem to be in line with the previous studies
conducted by [Gilmore et al. 2005] and [Voronkova, 2004]

Furthermore, the findings reveal that every stock market were sensitive to
financial turmoil which started at the end of 2008. In fact, in the short term strength
of relationship between WIG20 and other markets seem to decrease. WIG20 is
Granger-caused by indices of neighbouring stock markets of the CEE region.
However in the long-run the Polish market reacts strongly at signals from the most
matured and developed markets, that is the USA, United Kingdom, Germany and
France.
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Finally, taking into account that comovement can be found for Polish market
and other European markets (especially LSE and all CEE stock markets),
increasing integration among these financial markets gradually reduces benefits
derived from international diversification in the long term perspective. However,
the US investors can still benefit from investing in emerging markets, like WSE,
both in short and long time horizon.

In conclusion incentives for investing on WSE are not connected with
portfolio diversification due to strong dependencies between analysed stock
markets.
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Abstract: The main goal of this paper is to examine the influence of factor
orthogonalization in modified versions of classic market-timing models with
the Fama and French spread variables SMB and HML, which have been
introduced in [Olbry$ 2010]. We construct the orthogonal market factors
using the Busse procedure [Busse 1999]. The market-timing and selectivity
abilities of 15 equity open-end mutual funds have been evaluated for the
period January 2003 — December 2009 based on the panel data estimation
using the SUR method. We compare the regression results of the models with
common and orthogonal market factors and investigate their statistical
properties.
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THREE-FACTOR MARKET-TIMING MODELS WITH FAMA AND
FRENCH SPREAD VARIABLES

E. Fama was the first to propose a formalized theoretical methodology for
the decomposition of total return into the components of timing and selectivity
[Fama 1972]. Treynor and Mazuy develop a procedure for detecting timing ability
that is based on a regression analysis of the managed portfolio’s realized returns,
which includes a quadratic term [Treynor & Mazuy 1966]. Henriksson and Merton
propose a theoretical structure that allows for the formal distinction of managers’
forecasting skills into timing and selectivity [Henriksson & Merton 1981]. By
assuming that the market timer’s forecasts take two possible predictions: either

2 Financial support in 2009 — 2011 from the Polish Committee for Scientific Research
within the grant No. N N113 173237 is gratefully acknowledged
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stocks will outperform bonds or bonds will outperform stocks, Merton derives an
equilibrium theory that shows that the return patterns resulting from a market-
timing strategy are similar to the return pattern of an option strategy (of the put-
protective type) [Merton 1981]. Based on this model, Henriksson and Merton
develop statistical procedures to investigate market-timing abilities of portfolios’
managers. Fama and French find that two variables, the market value (MV') and
the ratio of book value to market value ( BV / MV ) capture much of the cross —
section of average stock returns [Fama & French 1993]. They form portfolios
meant to mimic the underlying risk factors in returns related to size and book-to-
market equity. These mimicking portfolios (SMB and HML) have been introduced
as explanatory variables into regressions of Polish equity mutual funds’ portfolios
excess returns in [Olbry§ 2010]. The size (SMB) and book-to-market (HML)
mimicking portfolios on the Polish market have been constructed using the Fama
and French procedure. The market-timing and selectivity abilities of the funds’
managers have been evaluated for the period January 2003 — December 2009,
based on the modified three-factor market-timing models, using Newey-West
robust HAC estimators or the SUR method, respectively.

In [Olbry$ 2010] the modified three-factor Treynor - Mazuy model with
Fama and French spread variables (T-M-FF model) has been expressed as:

— 2
Tp, =0p+ IBP Ty, T 5113 Toyp, T 5213 T TVp '(rM,t) +é&p, (1)
where:
¥p, = Rp, — Ry, is the excess return of the portfolio P in the period 7,

"y =Ry, — Ry, is the excess return of the portfolio M in the period ¢,
Ry, 1s the one-period return of the portfolio P,

R, . 1s the one-period return of the market portfolio M,

R, is the one-period return of riskless securities,

Jensen’s ¢, measures selectivity skills of the portfolio’s P manager [Jensen

1968],
Bp is the systematic risk measure of the portfolio P,

yp measures market-timing skills of the portfolio’s P manager [Henriksson &
Merton 1981],

€p, 1s a residual term, with the following standard CAPM conditions:
E(gp,z) =0, E(gP,t‘gP,t—l) =0.

Fsups = Rsyp, — R, 18 the excess return of the portfolio SMB,

Pinrs = R, — R, 18 the excess return of the portfolio HML,

0,p 1s a sensitive measure of the portfolio P returns due to the changes in the SMB
factor returns,
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0,p 1s a sensitive measure of the portfolio P returns due to the changes in the
HML factor returns.

In a way analogous to (2), Olbry$ expressed the modified three-factor
Henriksson - Merton model with Fama and French spread variables (H-M-FF
model) as:

oy =0p + Bp - Tary ¥ 01p Tsumy +O2p Ty Ve Vary T E€ps (2)
where:

i s Tages Tsupas Tmuses Ops Bps Vps Oip, Oap, Ep, areas in the equation (1),

Vv = max{O,RF,t - R} =max{0,-r, }.

ORTHOGONALIZED FACTORS IN MARKET-TIMING MODELS

We orthogonalize the SMB and HML indices to maintain consistency with
the theoretical and practical development that there is a correlation between the
market factor M and mimicking portfolios SMB or HML ([Busse 1999], [Fama &
French 1993]).

We take the orthogonal SMB factor (call it SMBO) to be the intercept plus
the SMB factor regression residuals on the simple excess returns of the main index
of Warsaw Stock Exchange companies, given as:

Tsmpy = Csup + ﬂSMB Ty, TE 3)
The sum of the intercept and the residuals in (3):
Tsupoy = Psup T &, 4)

is uncorrelated with the explanatory market variable in (3).

Similarly, we take the orthogonal HML factor (call it HMLO) to be the
intercept plus the HML factor regression residuals on the simple excess returns of
the main index of Warsaw Stock Exchange companies and the orthogonal SMBO
factor, which is expressed as:

Tomre = Co IBHML “Tvs TV Tsmsoy T € (5)
The sum of the intercept and the residuals in (5):
Vimros = Cm T €, (6)

is uncorrelated with the explanatory variables in (5).
Then the three-factor T-M-FF model (1), with the orthogonalized SMBO and
HMLO factors can be expressed as:
P, =0+ Bp-ry,, +0,r. +0,,1, +7,(r, ) +€ (7)
Pt P P "M, 1P "SMBO,t 2P "HMLO,t J/P Mt Pt
where the notations are as in the equation (1) but the explanatory variables 7y,

and 1y, , are given by the equations (4) or (6), respectively.

Similarly, the three-factor H-M-FF model (2) with the orthogonalized SMBO
and HMLO factors can be given as:
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Tpa =Cp + BTy 01 Tamo, + Oop  Tinon + Vp* Vars +Ep, ®
where the notations are as in the equation (2) but the explanatory variables 7y, ,
and 7y, are given by the equations (4) or (6).

Fig. 1 and Fig. 2 present the exogenous variables ry,,,, (4) and 7y, ,,(6)

in the form of charts, respectively. We have detected (based on Dickey — Fuller
test) that the analysed series are stationary.

Figure 1. The exogenous variable 7,5, , from Jan 2003 to Dec 2009
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Source: author’s calculations

Figure 2. The exogenous variable 7, , from Jan 2003 to Dec 2009
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ESTIMATION METHOD AND EMPIRICAL RESULTS

The SUR (seemingly unrelated regression) method was described by Zellner
[Zellner 1962]. SUR is a way of estimating panel data models that are long (large
T) but not wide (small N). The assumptions underlying the SUR model are the
following [Marshall & Young 2003]:

1) All disturbances have a zero mean;

2) In a given cross-sectional unit, the disturbance variance is constant over
time, but each cross-sectional unit can have a different variance;

3) Two disturbances in different cross-sectional units but corresponding to the
same time period are correlated (contemporaneous correlation);

4) Disturbances in different time periods, whether they are in the same cross-
sectional unit or not, are uncorrelated (autocorrelation does not exist).

In the basic SUR model, the errors are assumed to be homoskedastic and
linearly independent within each equation. Each equation is correlated with the
others in the same time period. This assumption is called contemporaneous
correlation, and it is this property that sets SUR apart from other models [Adkins
2009]. Given that it is very likely that equity funds’ portfolios from the same
market are contemporaneously correlated, the SUR model seems to be appropriate
for this case. If contemporaneous correlation does not exist, the LSR method
applied separately to each equation (fund’s portfolio) is quite efficient.

We use daily data following evidence that daily data provide better
inferences than monthly data regarding timing ability [Bollen & Busse 2001]. This
evidence has been examined in the case of Polish equity mutual funds in [Olbrys
2008b]. We examine the performance of 15 selected equity open-end mutual funds.
We study daily simple excess returns from Jan 2003 to Dec 2009. Daily returns on
the main index of Warsaw Stock Exchange companies are used as the returns on
the market portfolio. The average daily returns on 52-week Treasury bills are used
as the riskless asset returns. Daily return rates on spread factors SMB and HML are
used as the values of the additional exogenous variables in the T-M-FF (1) and H-
M-FF (2) models. In the data panel the number of funds is equal to N=15 and the
number of time periods is T=1760.

Tables 1 and 2 provide details on the estimated T-M-FF (1) and H-M-FF (2)
market-timing models, respectively. The SUR method has been used to consider
the contemporaneous correlation effects. In all of the tables: * denotes coefficients
that are significantly different from zero at the ten percent level; ** denote
coefficients that are significantly different from zero at the five percent level and
*** denote coefficients that are significantly different from zero at the one percent
level.
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Table 1. Three-factor T-M-FF model (1) (Jan 2, 2003 - Dec 31, 2009)

Equity funds a, BP 5119 52P 7o R2
! ?Ir(l;a BZ WBK Akcji| ) 6006%# | 0.730%%% | 0.070%%% | 0.046%+* | -2.03%%* | 0.623
2 |Aviva Investors FIO . . % .

Polskich Akeii 0.0005%** | 0.751 20.002 | 0.021% |-1.92%%*[0.691
3 | BPH FIO Akcji 0.0001 |0.716%**| 0.011 |0.031%** |-0.96*** | 0.716
4 |DWS Polska FIO Top sk I sk sk

25 Malyeh Spoick 0.0002 | 0.445%%% | 0.216%** | 0.070%** | -1 54%%* | 0.297
5 | DWS Polska FIO Akcji | 0.0002 | 0.630%** | 0.033 | 0.017 | -1.30** |0.373
6 1]31228 Polska FIO Akeji | 6002 | 0.555%#+ [ 0.002%+ | 0.025 | -1.27%* | 0355
7 | ING FIO Akdji 0.0001 | 0.746%** | 0.009 | 0.027%* | -0.92%* | 0.695
8 |Legg Mason Akcji FIO | 0.0003* |0.698%** | 0.017 |0.035%** | _1.05%** | 0.700
9 | Millennium FIO Akcji | 0.0000 | 0.683%** | 0.033*** | 0.050%** | -1.07*** | 0.673
10 g‘gleer Akeji Polskich | 6050 |0 g1awex | 0001 |0.035%%* | -1.50%%* | 0.698
11| PRO/CREDIT SUISSE | ) 503 | 550%%% | 0.029% | 0.028% |-2.20%%*|0.422

Akcji FIO
12|PZU  FIO  Akgji er er er

KRAKOWIAK 0.0001 | 0.702 20.003 | 0.035%%* | -1.39%%* | 0,689
13| SEB 3 _ Akcji FIO 0.0004 | 0.522%%% | 0.085%** | 0.017 |-1.64*** 0315
14 | Skarbiec — Akcja FIO | 0.0003 | 0.457*%* | 0.068***| 0.013 | -0.52 |0.279
15 | UniKorona Akcja FIO | 0.0004 |0.519%%* | 0.091***| 0.019 | -1.06* |0.309
Source: author’s calculations (using Gret/ 1.8.5)
Table 2. Three-factor H-M-FF model (2) (Jan 2, 2003 - Dec 31, 2009)

Equity funds &P ﬂp 5113 52P 7713 R2
! ?Irga BZ WBK Akeji| ) 6010%% | 0.650%%% | 0.071%%* | 0.046%%* | -0.17%** | 0.623
2 |Aviva Investors FIO I s % S

Polskich Akel 0.0010%** | 0.672 20.002 | 0.021% |-0.17%** [0.690
3 | BPH FIO Akcji 0.0004* |0.673%** | 0.011 |0.031%**|-0.09%**|0.716
4 |DWS Polska FIO Top s I sk s

25 Malych Spétek 0.0005 | 0.387%*%|0.217%** | 0.071 0.12%* |0.297
5 | DWS Polska FIO Akcji | 0.0005 |0.579%**| 0.034 | 0.017 | -0.11* |0.373
6 PDI\S;S Polska FIO Akeji | 5005 | 0.501%%* [ 0.002%% | 0.025 | -0.11%* | 0355
7 |ING FIO Akgji 0.0004 | 0.702%** | 0.008 | 0.026** |-0.09%** | 0.695
8 | Legg Mason Akcji FIO | 0.0006%* | 0.651%** | 0.016 | 0.035%** | 0.10*** | 0.700
9 | Millennium FIO Akcji | 0.0004* |0.631%%* | 0.032%** | 0.049%** | .0.11*** | 0.674
10 g‘(’)“eer Akeji Polskich | - 65g5x | 0 7465 | 0,001 |0.034%%* | -0.14%%* | 0.698
11| PRO/CREDIT SUISSE | go0gx | 046755 | 0.029% | 0.028% |-0.19% | 0.422

Akcji FIO
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12[PZU  FIO  Akgji o o " —
KRAKOWIAK 0.0005%* | 0.640 -0.003 | 0.035%%% | -0.13%** | 0.689

13 | SEB 3 — Akgji FIO 0.0007* ] 0.462***]0.085*** | 0.017 | -0.13** 1 0.314

14 | Skarbiec — Akcja FIO 0.0005 | 0.429%** | 0.067*** | 0.012 -0.06 10.279

15 | UniKorona Akcja FIO 0.0007* | 0.475***]0.091*** | 0.019 -0.09* 10.309

Source: author’s calculations (using Gret/ 1.8.5)

Tables 1-2 include the estimation results of the three-factor T-M-FF (1) and
H-M-FF (2) models. Results of the T-M-FF tests (Table 1) show that the estimates

of Jensen’s measure of performance (&, ) are positive, but not significant in the
case of twelve funds. We can observe that in the case of H-M-FF models (Table 2)
ten out of fifteen funds present a significant positive estimate of selectivity.
According to Jensen’s interpretation of the ¢, value, this measure could be
positive for two reasons: (1) the extra returns actually earned on the portfolio due
to the manager’s ability, and (2) the positive bias in the estimate of &, resulting

from the negative bias in the ,[;’P estimate [Jensen 1968, pp. 396]. The systematic

risk levels ( BP) are significantly positive (Tables 1-2). Unfortunately, the

empirical results show no statistical evidence that Polish equity funds’ managers
have outguessed the market. Almost all of the funds (except Skarbiec — Akcja FIO
in Tables 1-2) present significantly negative estimates of market-timing skills

(7,<0). We find evidence of negative market-timing. Significant negative

estimates of market-timing indicate that, contrary to what would be expected of
rational investors, the managers increase the exposition of their portfolios to the
market in down markets and act inversely in up markets [Romacho & Cortez
2006]. There is a statistically significant negative relationship between selectivity

(@p) and timing (7,). As for the sensitive measure of the fund’s portfolio P
returns due to the changes in the SMB factor returns, only eight out of fifteen funds
(in Tables 1-2) exhibit positive and statistically significant coefficients 81 p- The
spread variable HML is positive and statistically significant in the case of ten out of
fifteen funds (coefficients 32 p in Tables 1-2).

Tables 3-4 include the estimation results of the three-factor T-M-FF (7) and
H-M-FF (8) models with the orthogonalized SMBO (4) and HMLO (6) factors as
the explanatory variables.
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Table 3. Three-factor T-M-FF model (7) with the orthogonalized SMBO and HMLO factors

(Jan 2, 2003 - Dec 31, 2009)

Equity funds a, B» §1P 52P 7o R2
! ?Irga BZ WBK Akeji| ) ggogwes | 0.712%%% | 0.049%% | 0.046%%+ | 2.03%%* | 0.623
2 |Aviva Investors FIO . . % .

Polskich Akeii 0.0005%** | 0.748 20011 | 0.021% |-1.92%%*|0.691
3 | BPH FIO Akcji 0.0001 |0.709%** | -0.003 |0.031%** |-0.96%** | 0.716
4 |DWS Polska FIO Top sk I sk sk

25 Malych Spétck 0.0002 | 0.399%*% | 0.184%** | 0.070%** | -] 54%** | 0297
5 | DWS Polska FIO Akcji | 0.0002 | 0.622%**| 0.026 | 0.017 | -1.30%* | 0.373
6 113)1?;8 Polska FIO Akeji | 6002 | 0.535%%+ [0.081%+* | 0.025 | -1.27%* | 0355
7 |ING FIO Akgji 0.0001 | 0.741%**| -0.003 | 0.027** | -0.92%* | 0.695
8 | Legg Mason Akcji FIO | 0.0003* | 0.690%** | 0.0009 | 0.035%** | _1.05%** | 0.700
9 | Millennium FIO Akcji | 0.0000 |0.671%*%| 0.010 |0.050%** | -1.07%** | 0.673
10 Ei‘gleer Akeji Polskich | 6350 |0 gogwex | 0,016 |0.035%%* | -1.52%%* | 0.698
11} PRO/CREDIT SUISSE | 503 | 550%%% | 0017 | 0.028% |-2.20%%*|0.422

Akcji FIO
12|PZU  FIO  Akgji er . e er

KRAKOWIAK 0.0001 | 0.698 20.018% |0.035%%* | 1.39%%* | 0.689
13| SEB 3 — Akcji FIO 0.0004 | 0.505%** | 0.077%** | 0.017 |-1.64*** 0315
14 | Skarbiec — Akcja FIO | 0.0003 | 0.444%** [ 0.062***| 0.013 | -0.52 |0.279
15 | UniKorona Akcja FIO | 0.0004 | 0.500%** [ 0.082*** | 0.019 | -1.06* |0.309

Source: author’s calculations (using Gret/ 1.8.

9)

Table 4. Three-factor H-M-FF model (8) with the orthogonalized SMBO and HMLO factors
(Jan 2, 2003 - Dec 31, 2009)

Equity funds &P :BP §1P 52P 7713 R>
! {?{éa BZ WBK Akeji| ) 60 10%%% | 0.631%%% | 0.050%%* | 0.046%%* | -0.17%** | 0.623
2 |Aviva Investors FIO . e % e

Polskich Akeli 0.0010%** | 0.669 20011 | 0.021% |-0.17%*%* | 0.690
3 | BPH FIO Akcji 0.0004* | 0.667*** | -0.003 | 0.031%** | -0.09%** [ 0.716
4 |DWS Polska FIO Top ers exs er o

25 Malych Spolek 0.0005 | 0.340%** | 0.185%** | 0.071 -0.12%* |0.297
5 | DWS Polska FIO Akcji | 0.0005 |0.571%**| 0.026 | 0.017 | -0.11* |0.373
6 PDI\I?;S Polska FIO Akeji | 6005 | 0.482%%* [ 0.081%*% | 0.025 | -0.11%* | 0355
7 |ING FIO Akgji 0.0004 |0.697%** | -0.003 | 0.026%* |-0.09%** | 0.695
8 | Legg Mason Akcji FIO | 0.0006** | 0.643*** | 0.0006 | 0.035%** | -0.10*** | 0.700
9 | Millennium FIO Akcji | 0.0004* |0.618%**| 0.098 |0.049%** | _0.11*** | 0.674
101 Pioneer Akcji Polskich | 6ygsx {0 740%%% | 0017 |0.034%%% | -0.14%+* | 0.698

FIO
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11 | PKO/CREDIT SUISSE

sksk skesksk * - sesksk
Akcji FIO 0.0008 0.458 0.017 0.028 0.19 0.422

12 | PZU FIO Akcji o e . e en
KRAKOWIAK 0.0005 0.636 -0.019* ]0.035 -0.13 0.689

13 | SEB 3 — Akgji FIO 0.0007* ]0.445***]0.078*** | 0.017 | -0.13** | 0.314

14 | Skarbiec — Akcja FIO 0.0005 | 0.416%**|0.062*** | 0.012 -0.06 10.279

15 | UniKorona Akcja FIO 0.0007* | 0.457***]0.082%**| 0.019 -0.09* 10.309

Source: author’s calculations (using Gretl 1.8.5)

It can be observed that our initial conclusions concerning ¢, and ¥, remain

unaltered. The levels of the systematic risk ﬁp in Tables 3-4 down somewhat

relative to the values in Tables 1-2, respectively. However, the two sets of
regressions produce the same R-squared values. As for the sensitive measure of the
fund’s portfolio P returns due to the changes in the SMBO factor returns, only
seven out of fifteen funds (in Tables 3-4) exhibit positive and statistically

significant coefficients 51 » - The evidence is that the values of 5 \p coefficients in

Tables 3-4 significantly differ from these in Tables 1-2. On the other hand, in the
case of all models and all funds, we have received the same estimator values of

32 p coefficients in Tables 1, 3 and Tables 2, 4, respectively.

The three-factor T-M-FF (7) and H-M-FF (8) models with the
orthogonalized SMBO (4) and HMLO (6) factors as the explanatory variables have
also been estimated using logarithmic excess returns. A logarithmic excess return is
given by the equation:

logarithmic rate=In(1+simple rate)

Table 5 reports the estimation results of T-M-FF (7) market-timing models
using logarithmic excess returns. It can be observed that in the case of all funds, we
have received almost the same estimator values as when using simple excess
returns (see Table 3). The R-squared values in Table 5 up somewhat relative to the
values in Table 3. We have received similar regression effects of H-M-FF (8)
market-timing models using logarithmic excess returns but due to the space
restriction, we do not report full results.
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Table 5. Three-factor T-M-FF model (7) with the orthogonalized SMBO and HMLO factors
(logarithmic excess returns from Jan 2, 2003 to Dec 31, 2009)

Equity funds ap B, S5, 5., 7 R’
1 1;A‘Il‘ga BZ WBK Akgcji 0.0006%** | 0.713%%* | 0.049%** | 0.049%** | _2 06*** | 0.626
2 |Aviva Investors FIO . o o er

Polskich Akcji 0.0005 0.749 -0.011 | 0.023 -1.96 0.693

3 | BPH FIO Akgji 0.0001 [0.710%** | -0.002 |0.031*%*|-0.95%**10.718

4 DWS Polska FIO TOp sk *ok sk soksk Hokk
25 Malych Spélek 0.0002 |0.400 0.182 0.077 -1.45 0.299

5 | DWS Polska FIO Akcji | 0.0002 | 0.623***| 0.025 0.018 | -1.34** 10.374

6 113)1?;8 Polska FIO Akeji | 6000 | 0.537%%+ [ 0.080%+* | 0.027 | -1.22%* |0.356
7 | ING FIO Akgji 0.0001 |0.741%%* | -0.002 | 0.028%* | -0.89%* | 0.697
8 | Legg Mason Akcji FIO | 0.0003 | 0.690%** | 0.0009 | 0.036*** | -1.02%** | 0.702
9 | Millennium FIO Akcji | 0.0000 |0.671%*%| 0.011 |0.051%** | -1.05%** | 0.675
10 | Pioneer Akcji Polskich
O 0.0000 |0.810%** | -0.015 |0.035%** |-1.61%**|0.701
11| PRO/CREDIT S